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Agenda thirty
= Memory Concepts and page faulting -

= IBM i memory tuning features

= Tools used to identify memory issues

= Best practices for memory tuning



Importance of Memory thirty

N\ years

The CPU(s) can’'t do anything if the required data is not in memory
Having to go to disk is slow, in relative terms

How to improve performance:

Tuning can help your system use its memory better
IBM i has technology built in to help manage memory automatically

IBM i has excellent performance tools for analyzing memory
performance

Adding hardware such as more memory or SSDs can reduce I/O wait
times

Application changes can greatly reduce how often your jobs wait on disk
/O



Bringing data into memory thirty

N years

= |Implicit memory transfers — “page fault reads”

Page faults — Synchronous memory transfer where jobs wait until /O completes
I/O Pending faults — waiting on your/or someone else’s I/O request to complete
Collection Services & Job Watcher have a “wait bucket” to track this time

= Explicit memory transfers— “non-fault reads”

Asynchronous memory transfer where OS pre-fetches data before application needs it
(jobs don’t have to walit)

— DB2 “read-ahead” or “asynchronous brings”
SETOBJACC command puts an object into a memory pool
Read part of CRTDUPOBJ and CPYF operations
Collection Services & Job Watcher have a “wait bucket” to track this time



Types of I/O Requests for Reads and Writes thirty

. years

= Synchronous I/Os
*  Processing waits until I/O completes
« Contributes to response/runtime
«  Examples (reads):
SETOBJACC, CRTDUPOBJ, CPYF, Faults, ...
* Asynchronous I/Os
«  Processing concurrent with I/O
¢ Can turn synchronous
«  Examples (reads):
DB2 asynchronous brings



Page Fault basics thTr?y

N years

"~

The primary focus for memory analysis is to reduce the amount of time waiting on
disk faults.

= Page Faults are normal and expected
« Itis the mechanism used to bring most things into memory
* Some things need to be brought into memory to be cleaned up / deleted

= Asingle page fault can bring multiple pages into memory
» Faults per second < pages per second
*  We don’t typically care about pages per second

= Requested pages are placed into the memory pool the job is running in
« Pages can be shared between jobs
* Ajob can access a page in a different pool



Why do we care if page fault wait times are high thy

. years

= High page fault wait times indicates pool tuning issues, unnecessary memory
usage, and/or lack of memory that will affect performance
— Longer interactive response times for 1/O intensive transactions
— Longer batch run times
— Poor disk response times
— Less efficient query implementation methods



Page Faults — Faults Per Second vs. Wait Time - PDI

= Focus on time being spent waiting on faults, not the rate of faults
« Large memory pools can have a high number of faults, but little impact to wait times

= However, rates can be useful for monitoring and when you can’t get wait time easily
« Dashboard, System Monitors, WRKSYSSTS, etc.
» Also can indicate new workload has started up

= Which chart below is more helpful in determining if faulting might be a problem?

Page Faults Overview.

faults/sec
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Page Faults Wait Time at a Job Level

years

= Collection Services (and Job Watcher) collect disk page fault wait time both at a system

level, as well as an individual job/thread/task level

= ??7? Is it more interesting to know that JOBX did 120 faults per second, or that it waited

370 seconds (out of 5 minutes) on disk page faults

Waits by Job or Task

Time Geconds)

Q 5 A

JOBX/SBS2/707555 + - Foit

g ADMIN4/ QWEBADMIN/ 707547 ﬁ
= ADMINS/ QLWISVR/ 707548 20k N NN A
=

[ .

WEEKLY/BSMENGES/ 718461 V0 i R . N
ADMIN3/QLWISVR/707644 11

[E] Dispatched CPU Time B3 CFU Queuing Time l . Disk Page Faults Time ]

QZDASOINIT/QUSER/ 718288
[ Disk Non-Tault Reads Time ] Disk Space Usage Contention Time [} Disk Op-Start Contention Time
[ Disk Writes Time Journal Time E3 Machine Level Gate Serialization Time
[ Seize Contention Time Database Record Lock Contention Time ] Object Lock Contention Time
Ineligible Waits Time ﬁ Main Storage Pool Overcommitment Time [] Journal Save While Active Time



IBM tasks associated with removing data from memory thy

N\ years

System Controlled

= There are two tasks that are responsible for writing changed pages of memory
out to disk to make room for data being paged into memory.
« SMPOLOOL: low priority page out task

«  SMPOO0O0O01: high priority page out task
— becomes active if the low priority task cannot keep up with demand

= High activity in these tasks, especially the high priority task, can indicate a need
for additional memory.

User Program Controlled
= Changed pages are written out when a job ends

10



Single-level Storage Th[EIV

N years

= Unique to IBM |

= Main memory, traditional spinning disks, and solid-state drives all appear as one
address space

= Objects automatically managed by the OS, moving between memory and disk

= One copy of file/data can be shared by many users, jobs, programs

= Objects spread across drives for parallelism

= No need to create “table spaces”, “buffer pools”, etc. required by other platforms
= Think of memory as a giant cache for disk

11



IBM i Memory / Storage Hierarchy thirty

/’
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POWER Memory / Storage Hierarchy
. Isze  [Speed/cycles

POWERS L1 cache
POWERS8 L2 cache
POWERS L3 cache
POWERS8 “L4 cache”

Internal Memory

Solid State Drives
Hard Disk Drives

32K instr + 64K data per core ~3 cycles

512 KB per core ~10 cycles
96 MB shared per chip ~30 cycles
16 MB per memory chip* ~200 cycles

100x
10s of GB per core ~300-800 cycles (~100ns)

100s of GB per drive
Can be TBs per drive

Range due to “distance” of access.

1 ms = 1000 ps = 1,000,000 ns
400 cycles is about 0.1 us if 4.0 GHz

13



Memory Configuration — Verify there’s enough memory first th!_rly

N years

= A general rule of thumb for memory (minimum requirements) based off
internal benchmarks

« 32 GB/core for POWERS
« 24 GB/core for POWER7/7+
« 16 GB/core for POWERG6
= Partitioning considerations
« If dynamically adding cores, also typically want to add memory (DLPAR)
* Uncapping can lead to an imbalance between CPU and memory

= Can utilize SSDs/Flash technology to improve page fault wait times

14



Memory Pools

= Memory pools are logical subdivisions of physical memory
= Used with subsystems to isolate memory usage by different applications
= Two types — shared and private

Subsystems single or multiple  single

QPFRADJ yes no

Expert Cache yes no

15



Memory Pools

Machine Pool

User Pools

*INTERACT

*SPOOL

*SHRPOOL1-n

*BASE

(residual)

7N\
thirty
\ieﬁzrs
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Pool Maximum Activity Level Th[EIV

N years

= The maximum number of threads in the pool that can use the CPU(s)
concurrently

« Threads without an activity level are ineligible to run

= Does not apply to the machine pool
* No jobs run in the machine pool

= Can be adjusted + or - by the Performance Adjustor
« Adjuster conservative on decreasing

= Considerations

« Generally want high enough to avoid transitions to ineligible
—  There is an “Ineligible Waits time” bucket in CS and JW

« Setting too low can lead to severe performance problems
« Setting too high can lead to more faulting

17



IBM i memory tuning features thirty

N\ years

Expert Cache

Automatic performance adjust system value (QPFRADJ)
SETOBJACC command

DB2 keep in memory

18



Expert Cache (*CALC)

Paging parameter for shared storage pools

«  *FIXED
¢ *CALC — enables expert cache
What it does:

* Monitors the I/O reference pattern for database files

* Reduces I/O operations by adjusting the size and type of I/Os
Cannot be used by:

* Private pools (can be used by running an APl — QWCCHGTN)

¢ Machine pool
Activity you may see:

«  SMXCSPRVSR (Expert Cache supervisor) task

«  SMXCAGERNN tasks (1 per *CALC pool, 01 => pool 2)

Expert Cache almost always provides benefit and should be enabled

thirty

N\ years
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Expert Cache Enablement

| Shared Memory Pools - 192.168.147.11

Refresh| Elapsed tim

= & &

... | No filter applied

100

A

v LG | Actions ¥

System Pool
e Pool Description Shared Status
1 Machine Used by internal machine functions X Active
2 Base Default system pool X Active
3 Interactive Used for interactive work X Active
4 Spool Used for printing X Active
’ 0 Shared 1 X Inactive
0 Shared 2 X Inactive
0 Shared 3 X Inactive
0 Shared 4 X Inactive
Work with System Status CICLWPRF
03/13/15 10:19:17
% CPU used . . . .« .« « . I .5 Auxiliary Storage:
Elapsed time . . . . « . I 00:00:00 System ASP . . . . . . @ 9080 G
Jobs in system . . . . . & 670 % system ASP used PR 87.4248
% perm addresses . . . . @ .016 Total e e e e e e R 9080 G
% temp addresses . . . . @ 263 Current unprotect used : 184855 M
Maximum unprotect PR 91 M
Tyvpe changes (i1f allowed), press Enter.
System Pool Reserved Max Paging
Pool Size (M) Size (M) Bctive Cption
1 1632.78 843.36 +++++ =*FIXED
2 28677.61 7.51 300 =CALC
3 163.8 <.01 41 =CALC
4 327.67 .00 5 =CALC
5 327.67 .00 50 =CALC
More. ..
Command
F3=E=xit F4=Prompt FS5=Refresh FS9=Retrieve FlOo=Restart Flz=Cancel
Flo9=Extended system status F24=More keys

Defined Size
(MB)

4,919.45

13,107.19

1,310.72

649.52

Current Size
(MB)

Maximum Eligible Threads

Paging Option

4,919.45 No maximum Fixed

111,734.64 1220 Calculated

13,107.19 2847 Calculated

1,310.72 5 Calculated

0.00 50 ixed

0.00 0 Fixed

900 ¥ Deallocate... Fixed

0.00 o Properties Fixed

Work with Shared Pools
System: CTCLWERF
Main storage size (M) . : 32768.00
Type changes (if allowed), press Enter.
Defined Max Allocated Pool -Paging Cption--
Pool S5ize (M) Active 5Size (M) ID Defined Current
*MACEINE 1632.78 +H+++ 1632.78 1 *FIXED *FIXED
*BASE 28677.61 300 28677.61 2 *CRLC *CALC
*INTERACT 1638.39 57 1638.39 & *CALC *CRLC
*5POOL 327.67 5 327.67 4 *CALC *CALC
*3HRPOOLL 163.83 41 163.8 3 *CRLC *CALC
*SHRPOOLZ 10485.75 50 *CALC
*SHRPOOL3 327.67 50 327.67 5 *CRLC *CALC
*3HRPOOL4 3276.78 820 *FIXED
*SHRPOOLS 26099.82 2048 *CALC
*SHRPOOLE .00 0 *CRLC
More...

Command

=
F3=Exit F4=Prompt FS=Refresh F9=Retrieve Fll=Display tuning data
Fl2=Cancel

20



The Performance Adjuster thirty

N\ years

= Enabled using the QPFRADJ system value.
= Will manage the size of the shared memory pools for you.
* Will also adjust the maximum activity level.
= Uses complex algorithms to ensure your pools are operating at peak
efficiency.
= Refer to The Performance Adjuster (QPFRADJ) experience report on the IBM

I Information Center.
http://publib.boulder.ibm.com/infocenter/iseries/v7rim0/index.jsp?topic=%2Fexperience%2Fwork3abstract.htm

21


http://publib.boulder.ibm.com/infocenter/iseries/v7r1m0/index.jsp?topic=/experience/work3abstract.htm

Automatic Changes in Pool Sizes - PDI

Memory Pool Sizes [All Pools)

T T
1255 PM 110 PM

%§§,
szams 3 || A

T T
12310 PM 12:25PM 1240 PM

Rl 22722222272k
%&\%

T T
1:25 AM 11:40 AM 11:55 AM

(sariqebaln) 2215 j00d

Date - Time

Pool Size (001) Pool Size (002) B Poal size 002y [ Pool size (0o4) Poal Size (005)

B Paal size (008)
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TN
Turning QPFRADJ On or Off thirty

yecrs
The Performance Adjuster is controlled by the System Value QPFRADJ N

* 0=No adjustment <
= 1=At IPL only based on static information

= 2=At IPL and automatic (default)

= 3=Automatic only < Recommended

Category
[ IEM i Management = . .
| % ... | Mo filter applied
B Ceonfiguration and Service [T

System Walues —% Performance [ ; |
| Properties |

Power Contror

Weleome 3| System Values 3
Display System Value

System wvalue . - - - - B QPFRADJ
Decczipiiom . - - . . i Perfozm sance adjustm ent
| Perfarmance System Values - Localhost T A R nee adiustme A .. s [ —
L—masmetmens et TEL
easuertment et IPL and auccmatic
s uermen:
Goara Automatically adjust memory pools and activity levels: S-Rucemasic adiuscme =e

[Tl
|| At system restart
*Memory Pools X

@ Pericdically after restart

Communications

Press Enter te continue.

23



Tuning QPFRADJ (WRKSHRPOOL)

Welcome 30 || Shared Memory Pools 20| Active Memaory Pools X

Shared Memory Pools - Ciclwperf

| Refresh| Elapsed time: 00:06:38

& B~ &~ @ Ao~
Pool . Tuning - . Tuning - Minimum
Priority Size %
|25 ... | 4 of 64 items shown. Clear filter

Machine 1 3.43
Base F: 4.99
Interactive 1 10
Spool 5 1

B IEM i Management
[E Wark Management
= &l Tasks
B Memary Poals
Active Memary Poals

< Shzred Memony Dogls >

Tuning -
Maximum Size %

100

100

Tuning -
Minimum Faults

10

12

12

Interactive
Spool
Shared 1

Shared 3

Filter

Tuning - Thread
Faults

Jobs
Subsystems
Deallocate

Properties

—
(F>
3=
alr—
<

. Tuning - Maximum

Faults

10
200

200

24



Tuning QPFRADJ

Welcome || Shared Memory Pools ¢

Active Mamory Pools

WRKSHRPOOL:

Ceviecr] | Automatically adjust memory pools and activity levels:
-~ At system restart
Configuration
- Pariodically after rastart
Performance
Tuning Tuning values
Priority (1-14): [ 1-14
Size:
Minimum: |1_o‘oo %
Maximum: |ng,gg %%
Page faults per second:
Minimum: [12.00
Additional minimum per thread: |1‘DD
Maximum: |2gg,gg
| Reset to Defaults |
oK Cancel

Work with Shared Pocls

System:

Main storage size (M) 32476.00
Type changes (if allowed), press Enter.

- Size ¥————- ) T Faults/Second-———--—-
Pool Pricrity Minimum Maximum Minimum Thread Maximom
*MACHINE 1 5.00 100 10.00 .00 160.00
*BASE 1 4.99 100 12.00 1.00 200
*INTERACT 1 10.00 100 12.00 1.00 200
*SPO0. 2 1.00 100 5.00 1.00 100
*SHRPOOLL 2 1.00 100 10.00 2.00 100
*SHRPOOLZ 2 1.00 100 10.00 2.00 100
*SHRPOOL3 2 1.00 100 10.00 2.00 100
*SHRPOOLA 2 1.00 100 10.00 2.00 100
*SHRPOOLS 2 1.00 100 10.00 2.00 100
*SHRPOOLE 2 1.00 100 10.00 2.00 100

b w
Command
Fi=Exit Fi=Prompt F5=Refresh Fi=Retriewve Fll=Display text

Fl2=Cancel

More...

25



Tuning shared pools when QPFRADJ is ON th!_r_ly

N years

"~

=  Use WRKSHRPOOL command to tune shared memory pools
=  Determine min/max size for critical pools
*  Monitor max active settings
=  Set arange of pool priorities.
= Java/WebSphere pools minimum size should always be enough to contain all JVMs in the pool
= Set max on memory intensive pools to limit impact to other jobs on the system

= Large changes to the size of the memory pool can cause the query optimizer to rebuild access plans
which can contribute to poor performance

= If see pools sitting at min size a lot, consider decreasing its min size
= If see pools hitting max size, consider increasing max size.
= Keep total of minimum sizes < 70% of memory to allow QPFRADJ some flexibility
=  When adding memory, may need to adjust min/max
«  When memory is for a particular workload, rather than a general upgrade
« Values are percentages of total

Refer to The Performance Adjuster (QPFRADJ) experience report on the IBM i Information Center.
http://publib.boulder.ibm.com/infocenter/iseries/v7rimO/index.jsp?topic=%2Fexperience%2Fwork3abstract.htm

26
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SETOBJACC to ‘pin’ objects in memory th!_r_’gy

N\ years

Allows selected objects (database file, index or program) to be "pinned"” in memory to
reduce 1/0O

« Typically, define a private pool where no jobs run
« Can use a shared pool. Set Min/Max to keep QPFRADJ from shrinking
May increase memory requirements
Protects objects from “demand paging” activity
Objects loaded into memory very quickly by a single thread
Typically used to improve performance of batch jobs
Run a CLRPOOL command before loading objects in pool
Re-run SETOBJACC periodically to pin changed pages (updates/inserts)
Can load and purge objects programmatically during batch processing

SETOBJACC/CLRPOOL Command Technote:
http://www.ibm.com/support/docview.wss?uid=nas1dc0a2297bdaefddb86256d6c0069907f

27
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DB2 KEEPINMEM to ‘pin’ objects in memory thirty

N\ years

= NewinlBMi7.1 -
= Can be used with tables and indexes
= Objects are brought into memory when first accessed by SQE queries

= Brought in asynchronously and using parallel 1/0
(vs. SETOBJACC which uses 1 thread and synch IO)

= Usage:
* CHGPF FILE(library/table) KEEPINMEM(*YES)
* CHGLF FILE(library/index) KEEPINMEM(*YES)

= The MEMORY_POOL_PREFERENCE parameter in the QAQQINI file determines
which pool the objects will be held in unless the object is already in memory

= InIBMi7.2. the KEEP IN MEMORY memory-preference support has been
extended to the DDL statements: ALTER TABLE, CREATE INDEX, CREATE TABLE
and DECLARE GLOBAL TEMPORARY TABLE

28



Memory Pool and Subsystem Creation Recommendations

Minimize user work in *BASE (in general)
Put disparate workloads into separate pools
Often want to run SQL in its own pool
Heavy memory use when not critical
*  Often see software replication jobs in own pool with lots of faulting, but still keeping up
Java / WebSphere should run in its own memory pool
*  These environments cannot tolerate faulting
Controlling potentially inefficient work
*  QZDA jobs in own pool by IP for controlling ad-hoc queries
Max active settings
* If not using QPFRADJ set max active high enough to avoid transitions to ineligible

¢ If running 6.1 don't set too high for pools running SQL
Settings related to QPFRADJ (min/max size, etc.)
If see high priority page out task (SMPO0001), pool needs more memory.

thirty
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Tools Used for Memory Analysis thirty

N\ years

= Real Time Tools
* Green screen commands / IBM Navigator for i
—  WRKSYSSTS, WRKACTJOB
* IBM Navigator for i Dashboard
* IBM Navigator for i Monitors (New in IBM i 7.2)
= Collector based
* Collection Services — System and Job level memory related wait times, fault rates, and

pool sizes
* Job Watcher — Object waited on, Call Stacks, and SQL statement
= GUI Tools

* Performance Data Investigator (“PDI” Web based, part of IBM Navigator for i) —
Collection Services, Job Watcher, Disk Watcher, limited PEX

« IBMiDoctor for i (Windows based) — Collection Services, Job Watcher, Disk Watcher,
PEX Analyzer

30



WRKSYSSTS - Faulting by Memory pool

Can be invoked from green screen or web based IBM navigator

/

\

for |

Faults per second column doesn’t show real fault wait times
Monitor the max active and ineligibles

el

% CPU used .
Elapsed time

Job= in system .

% perm addresses

% temp addresses .

Sys Poaol Reserwved
Fool Size M Size M
1 1038923 25891
2 256397 T0
3 81920 3
4 12288 o
5 163840 <1
L 16384 <1
7 409260 26
8 20480 o
9 122880 <1

 —

F2l=Saelect assisctance level

with System Status=s

Work
249 .9
00:00:01
83397
1.699
51.451
Max et B =
Act Faul
e e e e e
BESO -
1100 is.
150
1200 116.
20 658 .
3000
500 E:
114 9

System ASP
% system ASP use
Total aux stg
Currsnt unprocect
Maximum unprotect

————— ——Mon—-DEB———
Pages Fault Pages
-0 -0 -0

-0 =T 26.9
1498.3 13.2 3Z2.1
-0 =) -0
2120 174.8 602.0
4491.3 - e 3.7
-0 2.7 17.0

s ] -0 -0
TT.5 -0 -0

02/25/7158

used .

Act—
Waic
850.6
10718
i9z8

5330
510.3
-—————
a64.0
226.8

=

Waiz-—
Inel

000000000

—

D:259:54
6209 G
E5.4656
20322 &
1100 G
1489 G

\

AcT—
Inel

R N R B ]
D0O0OD0OCODDO

More. .. //
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7N\
Memory Pools (WRKSYSSTS) thirty

Welcome | System States ¢ GUI advantage 4/

Active Memory Pools - Ctclwperf

lapsed time: 00:00:11

Actions ¥ Fifs | <% System Rgol
v Identifier Bl
Description Current Current Maximum Total Faults
Size [MB) Threads  Eligible Threads y
—— : : X ' = i achine
| % ... | No filter applied
[ Machine Used by internal machine functions 1,628.72 107 i} 0.8 il e Base e —
Base Default system pool 27,370.96 854 410 9.8 Jobs
- : ; 3 Interact
Interactive Used for interactive work 1,638.4 g 410 0 Subsystems
Spoal Used for printing 327.68 0 5 0 4 Spool Deallocate...
Shared 1 :
163.54 15 41 g Propertles
Shared 2 1,638.4 ] 50 0

System Status - ctchwperf

[ IEM i Management Last refresh: S5/20/13 1:57:25 PM

= IEM i Management

] Work Management
= All Tasks or B System Genaid) Total memaorny: 32,768.00 ME

System Status
B Memary Pools i — Q&i\re Memurypiu@

Active Memary Poals

| Memory Pools Health Indicators J

32



WRKACTJOB - Page faulting by job

The Page fault rate column is available of the IBM Navigator for i interface

Active Jobs - Ctelwperf

|£F_r§1 Elapsed time: 00:52:14

Q | @ . Actions ¥ Filter
Job Mame Memory Pool | Page Fault | Disk 1/O Rate ¥ | Synchronous Asynchronous Disk | Disk I/O
Rate Disk I/O Rate /O Rate Count
I}Dil Mo filter applied = : : : : =
' @ Qtftp00020 Base 0 27.1 9.5 17.5 85,095
@ Qtftp07589 Base 0 20.7 Fte 13.4 65,019
® Qpadev00ol Interactive 0.8 12.3 9.9 2.4 38,733
p Qzdasoinit Base 17 9.6 1.9 7.6 30,148
@ Base 2.9 Sl 3.1 0.1 10,288
Base 0.3 2.4 1.6 0.7 7,631
Base 0 1.2 0.5 0.6 3,844
Base 1 1 1 0 3,348
\

N

IBM i M t ]
= ' Managemen Performance

Bl Work Management Properties

Active Jobs

P

¢ | Elap=ed Performance Statistics
Inwvestigate Job Wait Data

3

Start Job Watcher

—
(F>
3=
alr—
<

=

| Total Disk 1/0
Count

214,905

66,351

m

40,872
303,282
16,744
27,349
40,969

138,311
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Navigator Dashboard

Aute O
Interval: ss - Duration: s -
e i f i o T (&
IBM Mavl ur ur I CPU Utilization Page Faults Disk Utilization
g g g
3 L E o 8
Welcome ::
£ 2 £
Dashboard
Time Tiems Time
1% 2 1%
- - == Disk Pool 1, Unit 11
[
o v b
<300 >1200
Page Faults
&
Page Faults *MACHINE *BASE
., Pool Size (M): 1732.23 Pool Size (M): 27171.43
E - J Reserved Size (M): 1010.81 Reserved Size (M): 5.54
= Max Active: +++++ Max Active: 403
8 23 O o]
3 Faults Pages Faults Pages
o
v ! » % 0.0 0.0 0.9 10.7
& R Show Details Show Details
0 1
5 B <1 a7
— *INTERACT *SPOOL
Pool Size (M): 3247.57 Pool Size (M): 324.75
1 Reserved Size (M): 0 Reserved Size (M): 0
- Max Active: 812 Max Active: 5
Faults Pages Faults Pages
[ 0.2 0.2 0.0 0.0
4 ! X Show Details Show Details
< 300 > 1200

Also available in iAccess Mobile: http://system.name:2001/iamobile

Reset

*BASE
Pool Size (M): 111734.25
Reserved Size (M): 6.96
Max Active: 1220

\

Hide Details

Faults Pages
DB Non-DB DB Non-DB
0 2.5 4.3 12.5
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o\
Navigator for i System Monitors (7.2) '[E_I_/[Iy

Wedhuars: [ Well 2 | System Monitors ¢ | MemoryMon - Monitor Data
Dashboard it R ) s - oryvien =
Search Task & Collection Name: R120174130 Collection Date: 2018-05-09 Collection Type: *CSFILE
B IBM i Management € Library: QPFRDATA Coordinate Scrolling Show Thresholds 4
Target Systems and Groups Layout(columns) 12 = Automatic Refresh hd
Favorites Refresh
M System
B Monitors A1 il 2
E System Monitorsj g
WMessane Mbrnitois w» Machine Pool Faults Rate « User Pool Faults Rate (Average)
@ All Tasks
@ Basic Operations = 135 17 9
[ Work Management F 12 106
‘
M Configuration and Service | 11 i10 94 —
H Network T o- T 82
Integrated Server Administration g = 2 —
@ @
B Security i -
a 77 s 59
[ Users and Groups o o
£ 5+ £ 47
[ Database 3 5
T o4 T o35
[ Journal Management L .
[ Performance 2] 23
File Systems 1 12
Internet Configurations a - = = = o : - 0 0 - - - - - T
AFP Manager = o ) ) 5 o 5 D & ) 0 ) Q S o S )
G el N D Sl i RD 2%y o  af _a® a»  aP
Backup, Recovery and Media Services SEAE A NS NG SR A L NG NG N NG af a8 a8 |
PowerHA 2 Date - Time Date - Time
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IBM Graphical Analysis Tools

IBM provides two powerful tools to aid in making your analysis more efficient and
productive:

= Performance Data Investigator

o IBM iDoctor for IBM i

Both solutions support data analysis (varying degrees) for the 4 collectors:
e Collection Services
* Job Watcher
e Disk Watcher

e Performance Explorer (PEX)

36



Performance Data Investigator (PDI)

IBM® Navigator for i

e = Browser (web) based solution
[ Investigate Data
B = Integrated as part of IBM i OS
i Zzn::triun Services -

Included in IBM Navigator for i

[ CPU Utilization and Waits Guerview]

CPU Utiization by Thread or Task
Resource Utilization Overview

[#] Job Statistics Overviews

- Select Action

‘Waits Overview

50

40

30

20

10

@ cru
M Disk 2,500 3
[ Physical Disk I/O
@ synchronous Disk 1/0 g 2,000
Storage Allocation g 1,500
ﬁ Memory \ i E o
e
Memory Pool Sizes and Fault : E 1,000 oy
Rates = S
Memory Pool Activity Levels E 20
DB and Non-DB Page Faults o oo Paiad] — DDA
T u ! y T f T T
B Page Faults 1015 AM 10:45 AM 11:15 AM 11:45 AM 12:15 PM 1245 FM L:15 PM 1:45 PM Z15 PM
Page Faults Overview Date - Time

Page Faults by Job or Task
Page Faults by Thread or Task
Page Faults by Generic Job or
Task

Page Faults by Job User Profile

Page Faults by Job Current User
Praofile

Page Faults by Subsystem

Page Faults by Server Type
Page Faults by Pool

[ Dispatched CPU Time
[E] Disk Non-fault Reads Time
] Disk Writes Time

Seize Contention Time

In ble Waits Time

& Ahnarmal Cantontion Time

B3 cruU Queuing Time
[ Disk Space Usage Contention Time
E’;ﬂ Journal Timea

Database Record Lock Contention Time

@ Main Storage Pool Overcommitment Time I

—— Partitinn (P11 1 Itilizatinn

l 8 Disk Page Faults Time I

Disk Op-5tant Contention Time

m Machine Lewvel Gate Serialization Time
] Object Lock Contention Time

Journal Save While Active Time

Quaiiad) uonezunn ndd

m
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IBM iDoctor for IBM |

= Microsoft Windows based client

= Service/Support offering

= Deep Job Watcher and PEX analysis capability

192.168.147.11: Collection Services Investigator - #1 @
3 SQL tables
| Favorites

IBM i Connections

Wait graphs
@ ounts
3 Dispatched CPU rankings
1sk page faults rankings

1 >eizes and locks
3 Disk time rankings
) CPU graphs

-

Report folder Descri

s, S

[iat] Memory pool consumption [by percentage]
[iat] Memory pool sizes [by percentage]

[iat] Memeory pool consumption

[ia] Memory pool sizes

[iat] Machine pool sizes and rates

[iat] Machine pool consumption breakdown

S Fegal

o 7

Time (seconds)

Collection overview time signature

I
8
=
=]
S

I
8
I
S
S

I
8
g
=]
S

I
8
&
S
S

I
8
8
=]
S

0/02 02:45:00

0/02 02:50:00.

0/02 02:55:00

0/02 03:00:00.

0/02 03:05:00
0/02 03:10:00 —
0/02 031500
0/02 03:20:00
0/02 03:30:00
0/02 03:35:00.—}
0/02 03:40:00 —
0/02 03:45:00
0/02 03:50:00.—
0/02 03:55:00

[40]
[42]
[47]

[Interval] - end time (Collected interval size)

0/02 04:20:00 —
0/02 04:25:00.}
0/02 04:30:00 —
0/02 04:40:00 -
0/02 04:45:00 —
0/02 04:50:00
0/02 04:55:00
0/02 05:10:00.—}
0/02 05:15:00
0/02 05:20:00
0/02 05:25:00
0/02 05:30:00
0/02 05:35:00.]
0/02 05:40:00

oo waven)
{Intervall - end time (Collected interval size)
Primary V-aiis Bars)

B Dispatched CPU (seconds)
B Transferred CPU (seconds)

T Disk page faults (seconds)

Disk space usage contention (seconds)
Disk op-start contention (seconds)

Disk wiites (seconds)

Disk other (seconds)

Journaling (seconds)

Machine level gate serialization (seconds)
Seize contention (seconds)

Database record lock contention (seconds)

@ Main storage pool overcommitment (seconds]

BB Synchronization token contention (seconds)

-
—
=
—
]
=

Secondary ¥-as (Lines)

= Average partition CPU utilization

—— Maximum partition CPU utilization

Average interactive feature utiization

Average batch CPU uilization

CPU power-savings rate(Scaled CPU: Nominal ¢

~—— VCPU delays  percentage of Dispatched CPU
Dispatched CPU counts per secend (thousands,

Fiyover Fields
Total active threads/tesks
Total idle threads/tasks

Job Watcher lbrary/collection
PEX ibrary/ collection

Disk Watcher library/collection
Available Fieids

Partition collected on
[ntervall - timestamp
Collection name

Interval number

Minimurn interval timestamp
Maximurn interval timestamp
Interval delta time (usecs)
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Graphical Analysis Tools

= You have two graphical interfaces for performance data analysis...

— Which is right for you?

Feature iDoctor PDI
mmm) | Interface Windows client Browser
Wait Analysis Yes Yes
Collection Services Yes Yes
Job Watcher Yes (In-depth) Yes
Disk Watcher Yes Yes

Performance Explorer

Yes (In-depth)

Profile collections only

mmm) | |evel of analysis provided

Deep Basic to Medium
Job Watcher Monitors (Built —in) Yes No
User Defined graphs and queries Yes Yes
Update Frequency Quarterly Twice Yearly

Support

Email idoctor@us.ibm.com

Standard SWMA

mmm) | Chargeable

Yearly license for each component (by
serial number)

=Collection Services & Health Indicators at no additional charge with i

=Disk Watcher, Database, and Performance Explorer included with base PT1
=Job Watcher (Performance Tools LPP) product — Option 1 Manager feature

—Includes Job Watcher, Collection =Job Watcher is an additional option of PT1 and has an additional charge -

Services Investigator, and Disk

Option 3 Job Watcher

Watcher
=PEX Analyzer
DS8K graphs & VIOS Investigator Yes No
Multinational language support No Yes
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.

7N\
Collection Services - Memory Related Data thirty

\.,;EE"S
= What will be analyzed using CS?

« Page fault wait time for system, job, thread, memory pool etc.

— Atajob level, can be useful to know if the wait time occurred primarily during
start-up time, or consistently while active

* Rate of faulting in each memory pool
*  Memory pool size/config of the jobs with high page faults
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. A s
Memory Analysis - CSI thirty

= The first step is to identify page fault wait times in a collection services member

File Edit WView ‘Window Help

X ol AR|® @ =EG EE

My Connections [53]

System Type |VRM |PEX Analyzer|lob Watcher|Description ASP  |Relational|Supports| PEX PTFs |Job Watcher| Disk Watcher|SSH Putty,
access access group |database |FTP missing PTFs PTFs key
expires expires name missing missing file
“H 10102 —— _ — ,.
B 1921651 B iDoctor IBM i Components — [E=REEE
B 2.10.240,
B 510245,
H 0.10.245 Use this interface to work with the IBM iDoctar for IEM | components on your system. You may also apply
H 010245, access codes to your system thatwere givento you by IBEM service to authorize use to a component.
B 010245,
B commu
B Ctcipaw Connected to system Ctclwperfrechland ibm.com with user DRLEWIS Change User
= CM Component list for system Ctclwperfrehland.ibm.com: |-
cprf72
B Ctcsap.e| ’g Compenent Build Expires | Status
B Ctctest.d| Date
B Mceisiz) iy, Job Watcher 11/19/14 Mever Available
i Available
2 Disk Watcher 11/19/14 Mever Available
Plan Cache Analyzer 11/19/14 MNever Available
PEX-Analyzer 11/19/14  Mever Awvailable
iDactar FTP GUT 11/19/14 Available
B Must Gather Tools 11/18/14 Available

| Check for new server builds [¥] Close window after clicking Launch

To authorize use for a component. enter the access code below: System serial:  100537P
Ascesscode: Apply Processor P20

group:
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Memory Analysis - CSI

= A good place to start is the Collection overview time signature.
= We want to see the relative amount of time being spent waiting on disk faults.

[i&! 1BM iDoctor for IBM i €0
File Edit View Window Help
AR % E S0 wE:

My Connections ~ Cb T igator - #1 5]

[—|l]:9} Libraries <+ || Report folder Description
I:E] §_commaon T
Fi-fi SQL tables
-G8 Qos4000102 T dicpatch CPU time signature
& SQL tables | [iaf] Collection overview with workload capping time signature
- \Wait graphs [izi] Seizes and locks time signature

E = Cgunﬁ:s [isi] Contention time signature

: [isi] Disk time signature
{dl Dispatched CPU rankings [fai] DB record lock time signature

m

[ Disk page faults rankings [izil Communications time signature
[#-/| Disk time rankings [fai] Workload capping delay
- CPU graphs [isi] Workload capping processors assigned

Systern graphs (HMC) Counts Wait bucket counts

- [i@ Memory pool graphs D?spatched CPU rank.ings Ranksj:obs by d?spatched CPU usage
[ Job counts graphs = Disk page faults rankings Ranks jobs by disk page faults
g=p G| Disk time rankings Ranks jobs by disk times

-[m@) I/0 and memory page graphs
Hardware
- Disk configuration

- Disk graphs
-G IFS graphs
Communications graphs
G- VM graphs
-[E@ SQL
- [i@ Other graphs
PT1 reports
----- [ Server-side output files
[ User-defined queries
-[i@| User-defined graphs

7N\
thirty
\ieﬁzrs
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Memory Analysis - CSI

= |dentify intervals with high page fault wait times (tan)
= Wait times could be skewed some by large collection services intervals

Doctor Data Viewer -

File Edit View Window Help

s (2 W 2T | Ga A | E| B m B | b4 D | G B [ | ¢ o By Position: | 1 | » |
Ctclwperf.rchland.ibm.comy/$_C oliection frew time s -#1
Collection overview time signature
15000
14000
13000
12000
11000
10000 (]
@ 9000 === =| o S
= = . = | =
= - =] =]
€ sooofg L ¥
t3
e 7000 I
£
= 6000
[Interval] - end time (Collected interval size): [131] 10:55:00.000
5000 Interval number: 131
Disk page faults (seconds): 2583.3915 ‘ ‘ [
Average partition CPU util ion: 31.3311 |
4000 [ | | | ‘ ‘ Maximurn partition CPU utilization: 31,3311
| Average interactive feature utilization: 5.2121
Average batch CPU utilization: 261181
g
3000 CPU power-savings rate(Scaled CPU: Nominal CPU): 103.1238
Total active threads/tasks: 14728
2000 Total idle threads/ta: 9422
1000
0

10:30:00.000
10:40:00,000
10:50:00.000
11:00:00.000
11:10:00.000
11:20:00.000
11:30:00.000
11:40:00.000
12:00:00.000
12:10:00.000
12:20,00,000
12:30:00.000
12:40:00.000
12:50:00.000
13:00:00.000
13:10:00.000
13:20:00.000
13:30:00,000
13:40:00.000
13:50:00.000
14:00:00.000
14:10:00,000
14:20:00.000

[124] 10:20:00,000

[Interval] - end time (Collected

interval size)

uoneziinn

|
|
—/
|
]
|
===
|
==
|
]
—
|

="

X-axis (Labels)
[Interval] - end time (Collected interval size)

Primary V-axis (Bars)
Dispatched CPU (seconds)

CPU queueing (seconds)

Disk page faults (seconds)

Disk non fault reads (seconds)

Disk space usage contention (seconds)

Disk op-start contention (seconds)

Disk writes (seconds)

Disk other (seconds)

Journaling (seconds!

Machine level gate serialization (seconds)
Seize contention (seconds)

Database record lock contention (seconds)
Object lock contention (seconds)

Main storage pool overcommitment (seconds)
Abnormal contention (seconds,
Synchronization token contention (seconds)

Secondary ¥-axis (Lines)

Average partition CPU utilization
Maximum partition CPU utilization

Awverage interactive feature utilization

Awverage batch CPU utilization

CPU power-savings rate(Scaled CPU: Nominal CPU)

Flyover Fislds

Total active threads/tasks
Total idle threads/tasks

Availeble Fields

[Interval] - timestamp

Collection name

Intenval number

Minimum interval timestamp
Maximum interval timestarm)

Interval delta time (microseconds)
Intenval delta time (seconds)
Maximum interactive CPU utilization
AVGINTUTL

Dispatched CPU time waiting (seconds)
Dispatched CPU time active (seconds)
Transferred CPU time (seconds)
Reserved (seconds)

Other waits (seconds)

Semaphore contention (seconds)
Mutex contention (seconds)
Ineligible waits (seconds)

Reserved (seconds)

18 JVM tool thread (seconds)
Reserved (seconds)

Reserved (seconds)

Socket transmits (seconds)

Socket receives (seconds)
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Memory Analysis — Memory Pool Graphs in CSI

No change in pool size indicates that performance adjuster system value (QPFRADJ)

was not on during this collection

1BM iDoctor for IBM

STERUBOCTOR £t 01/16/3015 TTTD58TCA 716550557 T

File  Edit

= [l

My Connections

View  window

Help

T AE| ™ E RO E B
Ctclwperf.rchland.ibm.com: Collection Services Investigator - #1  [E3)]
Collection Services Investigator

5.5} Libraries [owned by user DRLEWIS]

S _commem

[ SQL tables [owned by user DRLEWIS]
-G8 Qos4000102
{1 SQL tables [owned by user DRLEWIS]

Wait graphs

CPU graphs

Systern graphs (HMC)
[&& Memory pool graphs
| Flattened style

]

i@l Job counts graphs

;- [@ Hardware

[ Disk configuration
[ Disk graphs

&5 IFS graphs

;[ Communications graphs
WM graphs

2} sQL

(&[G Other graphs

- PT1 reports

[ Server-side output files
[E5] User-defined queries
&5 User-defined graphs

[@) Large memory pool graphs

/0 and memory page graphs

[isi] Memory pool consumption
7] Memory izes
[l Machine pool sizes and rates

o O bd e e AR | G| R | s [EES | B3

Report folder Description Tree
table
il Memary pool consumption [by PErCERETTal. .. v -smmm —
[iii] Memory pool sizes [by percentage] e
D | Gl B0 M| B g ST Gm eesmeon: | 1 ol 0 &

] 64K versus 4K page faults for pool <<J

(&) Flattened style
i@l Large memory pool graphs

Pool size {megabytes)

——
Memo ool sizes
1.1e6 il
1.05e6
Hes [T T e T e e
950000

200000 aya N
850000 ' F\
800000
i RN P
III III II III II

750000
700000
650000

600000
550000
500000
450000

400000
350000
300000
250000
200000
150000
100000

50000

I=
2

1500

1400

1300

1200

puo3gs Jad syney

i

]

—
)
—

e by

Tinreronil_end vime @o

hine pool zize (e

Seteen
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Memory Analysis - CSI

Highlight intervals with high page fault waits and right click to rank by memory pool

iDactor Data Viewer -

Edit  Wiew

window  Help

Time (seconds)

15000

14000
13000
12000
11000
10000
9000
8000
7000
6000
5000
4000
3000
2000
1000

Collection overview time signature

Position:

E3

Rankings

Collection owersiew
Create Shortcut

Preferences...

Run Collection Summary
SSDs Improvement Estimator
Launch Warkload Estimator
Change SQL Parameters
Graph Definition

[Interval] - end time (Collected interval size)

Duplicate 3
Properties »
e e e G e — e
S == === = = = = A= = = = = = =
oo o 90 9 9 90 9 9 99 9009 9
P =T — = — i — T — i — N — S — i — S — S — e — S —
= = & AN & AN A &N &3 5 5 B &3 3 = = =
O &N ¥ w oo N3 L o o &= o oo o
¥ 9 O = = D o b D D @ o D o @ = =

r
Ly

uopeziin
ARt T

2-.>
—_
—

|

years

S o DL eSO

X-axis (Labels)
[Interval] - end time (Collected interval size)

Primary ¥-axis (Bars)

Dispatched CPU (seconds)

CPU queueing (seconds)

Disk page faults (seconds)

Disk non fault reads (seconds)

Disk space usage contention (seconds)

Disk op-start contention (seconds)

Disk writes (seconds)

Disk other (seconds)

Journaling (seconds)

Machine level gate serialization (seconds)
Seize contention (seconds)

Database record lock contention (seconds)
Object lock contention (seconds)

Main storage pocl overcommitment (seconds)
Abnormal contention (seconds)
Synchronization token contention (seconds)

Secondary ¥-axis (Lines)

Average partition CPU utilization

Maximum partition CPU utilization

Average interactive feature utilization

Average batch CPU utilization

CPU power-savings rate(Scaled CPU: Nominal CPU)

Flyover Fields

Total active threads/tasks
Total idle threads/tasks

Auwailable Fields

[Interval] - timestamp

Collection name

Interval number

Minimum interval timestamp
Maxirmurm interval timestamp
Interval delta time (microseconds)
Interval delta time (seconds)
Maximum interactive CPU utilization
AVGINTUTL

Dispatched CPU time waiting (seconds)
Dispatched CPU time active (seconds)
Transferred CPU time (seconds)
Reserved (seconds)

Other waits (seconds)

Semaphore contention (seconds)
Mutex contention (seconds)
Ineligible waits (seconds)

Reserved (seconds)

19 WM tool thread (seconds)
Reserved (seconds)

Reserved (seconds)

Socket transmits (seconds)

Socket receives (seconds)

Socket other (seconds)
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Identify top jobs in the pool with most page faults

pool ld

Disk page faults rankings by pood: From 12:30:05 pm to 4:48:00 pm

5000
10000
15000
20000
25000
30000
35000
40000
45000
50000
55000
60000
65000
70000
75000
80000
85000
90000
95000

100000
105000

Time (seconds)

Job nam el serium ber

05 POBOMOETET | U SROMMETT | 450450
@5 JOBIII1S2 | USRODIMSSS | 511554
05 POBOOIOITE | USRO0IGEST | 451402

05 OB 2H
05 POBOOENTS | U SRO00MISE | 45THT
5 MOBOOOTITE | USRO0NMEED | 455301
05 POBO0OTAES | U SROMIESS | 456500
05 POBO00S101 | USROMIIZ | 511154
05 POBO0OTIED | USRO0OIOT | 456735
5 MOBOOIEI24 | USRODIITE | 434535
05 MOBOBIETED | U SRODIITET | 455477
05 POBOMOTOET | U SRO00MICS | ST
05 JOBOMEE24Z | USRODI4115 | 435550
05 POBOOTAET | USRO014145 | 436750
05 MOBOMTETT | USRODOITIZ | 435041
05 POBO0OTIES | U SRO01ZETO | 455761
5 MOBOOIESSE | USRODISEE | 4T5T
05 POBO0OESST | USR0011585 | 452055
05 JOBOOUESAE | USRODDIZES | 4450
05 MOBO0OEIZ0 | U SROMEES | 4:07TE
5 MOBOOISETY | USRODT1453 | 434241
05 JOBOOI04IS | USRODI4142 | 453788
05 POBOMOTETS | USROMIITES | 436215
5 MOBOOOTTES | USRODIITAS | 458317
05 POBO0OTIES | USROMOCHZS | 450805

=

Disk page Taults rankings by |ob: From 12:25:55 pm to 4:40:00 pm

—

50
100
130

=
=
o~

=
s
o~

=
=
[sr)

=
w
Lar )

[— 3 — N —
oW o W o
= = D W W

Time (seconds)

=
['rd
w

700
750
800
850
900
950
1000
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Worst page faulting jobs for all pools

The following chart shows worst offending jobs and the pools they run in
We added the Pool No. to the X-Axis label.

yEEe e e e | T——— -——— T =T
TS —E—— T ——————
s = e CF | U A F B sm | & Il [ | B = = position: | 1 | > | + I3 @& .
Ctehwpert.renland.ibm.com/S_COMMON/Q 102/C eeE e co Piand.ibm.com/%_C ik page faults rankings by thread: From 10:30:05 am to 2:15:00 pm _[53] —
= H-axis (Labels)
Disk page faults rankings by thread: From 10:30:05 am to 2:15:00 pm e I “ - )
JOBO00O13761 / USRO0O0O0077 / 494074: OO0007AS8 09 |:| e
JOBO0013761 / USRO000077 / 494073: 00001568 09 — e e
[ Disk page faults (seconds)
JOBO0O013761 / USRO0O0D0077 / 494071: 0O0D001AAZ2 09 ES Cisk non fault reads (seconds) -
BBl Disk space usage contention (seconds;
JOB0013761 / USRO000077 / 494072: 0O0000FE2 09 I poj gbstatcontention!zecondS
[ Disk other (seconds)
JOB0010646 / USR0O010742 / 358319: O00026EB 03 B Journaling (ceconde)
1 Semaphore contention (seconds)
JOBO0013630 /f USR0O010643 / 463152: 00001318 06 e e L
= EE Seize contention (seconds)
= JOBO00O10757 / USR0010742 / 485371: 00000D49 03 B Databose record lock contention (seconds
o= 1 sject lock contention (seconds]
2 JOBO00O00625 / USR0010643 / 404609: 00001708 09 e Mam storale poo) SvercommItmERtLsey
=
5 JOB0008787 / USR0O004677 / 493480: 000019C0 05 EbfEmEs Freiis
= Job runtime in hours (for this summany)
E JOBO0013761 f USRO000077 / 503523: 000003A4 09 el st i i
= Total contributing threads/tasks
= JOBO0013761 / USR0O0O00077 / 503520: 0O00019A3 09 —_—————r
2 = =
=2 JOBO0013761 / USROO00077 / 503522: 00001776 09 o i b R
= Other waits (seconds)
s JOBO0013761 / USRO0O00077 / 503521: 000013CC 09 e
Job grouping idantifier O thread, 1=job,
= JOB0000430 / USR0010643 / 462825: 000006A2 06 Dlotecsl e Getonals) v
- 22 CPU time of total
JOB0006218 / USR0010794 / 505600: 000007D9 09 Total PU time (setonds)
Minimum job priority
~JOB0002946 02 i bk R
JOBO0008763 / USR0O010789 / 490425: 0000230D 05
JOBO0003277 / USR0010643 / 500143: 00000614 09
JOBO0O10767 / USR0010742 / 498922: 00001389 04
JOBO0010759 / USR0010742 / 504317: 00001CF1 03
= = = = = = =
= = = = = =
= = = = = =
= = = = =

Time (seconds

=
=
=
<
)

GENJOBMNAME

il ) 3

db QAIDRGEH table SUM 420 ALTID 1 SREFMO 951; Memo

-15.98% used - Graph

ea

Bars 1 - 20 of 39596
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Memory Analysis - CSI

[} iDoctor Data Viewer - #1

Right click on jobs of interest to get wait time signature
It is often useful to group threads in different ways such as by generic name, current user id etc.

File

T— ——— TR T |- = | ||

Edit View \Window Help
sl 5 =l =R e AR F| S| e === | | B & 50 En Position: | 1 | » | + 23 -
Ctchwpert.rehland.ibm.com/S_COMMON/QOS3000102/Collection overview time signature - =1 Ctchwperf.rchland.ibm.com/S_COMMON/Q054000102/Disk page faults rankings by thread: From 10:30:05 am to 2:15:00 pm [&] -

Disk page faults rankings by thread: From 10:30:05 am to 2:15:00 pm

JOB0013761 / USRO000077 / 494074: 000007A8 09

X-axis (Labels)
job namesuser/number: thread id
Pool number

Thread wait time signature for 'JOB0013761 / USRO000077 / 494074: 000007 AS" '
JOB0013761 / USRO000077 / 494073: 00001568 09 =
S v e = | a2l
JOB0013761 / USRO000077 / 494071: 00001AA2 09 Cenaeian e e e v [Boconey
JORB0013761 / USRO000077 / 494072: 00000FE2 09 S aaes e il oo taccons)
JOB0010646 / USR0010742 / 358319: 000026EB 03 Create Shorteut = |
Prerrinces SR—
_  JOB0013630/USR0010643 /463152 00001318 06 o Cotiection summary o
iconds)
= JOB0010757 / USR0010742 / 485371: 00000D49 03 Launch Workload Estimator Zomiention (secands
z e Shl s S
£ JOB0000625 / USR0010643 [ 494609: 00001708 09 Groph Definition ||
i  JOB0008787 / USR0O004677 / 493480: 000019C0 05 Duplicate C | m— _
= — T ——
E  JOB0013761/USR0000077 / 503523: 000003A4 09 =0 e
= Total contributing threads/tasks
£  JOB0013761/USR0000077 / 503520: 000019A3 09 o o
2
2 JOBO0013761 / USR0000077 / 503522: 00001776 09 tos i i i
Other waits (seconds)
E JOB0013761 / USR0000077 / 503521: 000013CC 09 Croutas e EniE
= Job grouping identifier (O=thread, 1=job,
2  JOB0000430 / USR0010643 / 462825: 000006A2 06 Edpsciume Getony
JOB0006218 / USR0010794 / 505600: 000007D9 09 ool CPU s frcconds)
Narmemiorm o peroriy
JOB0002946 02 e Chu v feacanas)
JOB0008763 / USR0O010789 / 490425: 0000230D 05 TMEe
JOB0003277 / USR0010643 / 500143: 00000614 09
JOB0010767 / USR0010742 / 498922: 00001389 04
JOB0010759 / USR0010742 / 504317: 00001CF1 03
= = = = (=3 > =3 =
=] =] g g = g 5]
=2 = 2 =3 2 =3 2
= e o o o £ GENJOBMAME
Time (seconds)
e T
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Memory Analysis - CSI

=  Click on any interval to get the specific wait statistics

3t iDoctor Data Viewer - #1 [ ——
File Edit View \Window
o (B eS| A B | 4 D | Gl ED G| B 5 o Se Euswices

4

Ctclwperf.rchland.ibm.com/S_COMMON/Q054000102/Thread wait time signature for JOBOO13761 / USRO0D0077 / 494074: 000007AS - #1

300
280
260
240
220
200
180
160
140
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Thread wait time signature for JOB0013761/ USR0000077 / 494074: 000007AS8
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[Interval] - end time (Collected interval size)

[142) 11:50:00.000
[144) 12:00:00.000

[146] 12:10:00.000
[148] 12:20.00.000

0.55
0.5
0.45
0.4
0.35
0.3
0.25
0.2
0.15
0.1
0.05

syseyspeaiy) Gugnaiuon ejo)

| 0RO

Haxis (Labels)

[Interval] - end time (Collected interval size)

Primary ¥-axis (Bars)

Dispatched CPU (seconds)

CPU queucing (seconds)

Disk page faults (seconds)

Disk non fault reads (seconds)

Disk op-start contention (seconds)

Disk writes (seconds)

Disk other (seconds)

Journaling (seconds)

Machine level gate serialization (seconds)
Seize contention (seconds)

Secondary v-axis (Lines)

Total contributing threads/tasks

Flyover Fields

Interval delta time (seconds)
Job current user profile
IBSSYS

Pool number

Submitter job.

Awvailable Fields

Other waits (seconds)

[Interval] - timestamp

Collection name

Interval number

Minimum interval timestamp
Maximum interval timestam

Interval delta time (microsecands)
Grouping display name

Grouping unique identifier

Job grouping identifier (O=thread, 1=job, etc)
Dispatched CPU time waiting (seconds)
Dispatched CPU time active (seconds)
Transferred CPU time (seconds)

TIMEZ1

iD

CS.mdb QAIDRGPH table ODG 1 SREFNO 1: Memory - 26.09% used - Graph tooltips enabled

Bars 100 - 149 of 285
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Memory Analysis - CSI

|

years

=  The wait time details are shown in the tabs below

Ctclwperf.rchland.ibm.com/S_COMMON/QO54000102/Callection overview time signature - #1

[ Quick View | Wait bucksts | CPU__| Physical 105 | Logical I/0s | Transactions | IFS | Other statistics | Query |
General
Prmary thread: OBO013761 / USROO00077 / 494074: OODD0ZAS Interval 126 [« [«]-]| 0
Job subsystem QBATCH Job type: batch job Task type MI Process Pool: 3
Cumert user profile:  CURDODDO7? Cumert state:  USED CPUAWAIT  Priority- 50
Curent orlast wat: (1) Qu eounter -frequently used for timed waits, such a: Wait duration 71.158 miliseconds
Threads created: O Threads active: 1 Interval duration: 5 minutes
Wiorkload capping: O Workdoad o Interval end 2015-02-23-10.30.00.000000
capping delay:
JUM information: Nt started Thread name
Aeads and writes Other /Ds
Descript Reads |Reads |Writes |Writes Description
per per
second second
Synchronous DB 7146 71533 0 0 10 pending page faults 60459 231.
Synchronous Non-DE 0 0 0 0 Waits for async writes 0 a
Asynchrencus DB 54885 1829500 0 0 Page faults causing reads 2146 715
Asynchreneus Nen-DB 0 0 0 0 Allocated DASD pages (Cumulative) 2008 6.69.
Totals 57031 1901033 0 0 Deallocated DASD pages (Cumulative) 284 945
« i ] v
Cox I o [ e )
: [126] 10:30:00.000 _¥1: 266.0854 (Disk page Taults (seconds]) Y2 =1: 1 Bars 100 - 149 of 288
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Collection Services Memory analysis summary

= We can tell how much faulting is happening at a system level
* And at a job or thread or task level

= We can tell what pools have the most faulting
= We can see if memory pools are changing in size

= We can't tell what the jobs are doing that is causing faulting
* Or what they are faulting on

= For additional details....
* Job Watcher data can provide answers to many questions.

thirty
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Job Watcher Memory Related Data thl_r_’gy

‘\.,_“ years
= Job Watcher has similar information as Collections Services. Key
differences are:
* Intervals typically much shorter (5-10 seconds vs. 5-15 minutes)

< Additional data is collected
—  Call stacks are collected
—  Objects being waited on are collected
—  SQL being run is collected

= Things are different once we start looking at interval details
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Launching Job Watcher

* Select Job Watcher and Click Launch
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A
Memory Analysis - Job Watcher thirty

5% 18M iDoctor for IBM i C01120
- File Edit View Window Help
£ AlaaAl|%*|j|&mm_uJ._

MyConneciions  Ctdwperf.rchland.ibm.com: Juhﬂalﬂ‘lﬂ* # @

E--m Job Watcher + ||Report folder . Description Tree
=] m Libraries tahle

F'l::.j §_commeml ) Collection overview time signature
B SQL tables E'ﬂ Collection overview with dispatch CPU tirme signature

E‘@ (054101500 [iu] Collection overview time signature with max waits in-progress
' . & SQL tables | [iw] Current wait duration time signature with max waits in-progress
[iit] Disk time signature with max disk waits in-progress

- D Wart oiaphs [ [iit] Seizes and locks time signature
- Dispatched CPU rankings | || [ii] Contention time signature

- CPU £ || il Disk time signature
f1-{i Memory [i] Comrmunications time signature
LJ---@ Physical disk /'Os Dispatched CPU rankings Ranks jobs by dispatched CPL usage
{5 Logical DB
- fic IFS
-/ Top consumers
-5 Opens
[#-[@ Other graphs

-{I Server-side output files B

-{i User-defined queries

.|| User-defined graphs
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Job Watcher drill down for memory analysis

=  The same drill down process can be used here as it was in CSI

iDoctor Data Viewer - #1

File Edit View Window Help
s = & oF | Ls A | | | s Position: | 1 > |
Cratwperf.rchiand.ibm.com/s_Ct 1
190
180
170
160
150
140
130
120
2 110
S
< 100
b3
& o0 Disk page fauits rankings by Thread: From 10:15:06 arn to 10:18:58 o
£ 80 Rankings
= Detail reports
70 Split Collection...
60 Collection owverview
50 Create Shortcut
Preferences...
40
Run Collection Summary
30 Change SQL Parameters
20 Graph Definition
10 Duplicate
o Properties
T
o o = ux @ @ e fd o @ b e e @ = e S S = o = O3 4 = @
F 2 B8 T B8 5 P8 T I B DS B IR E DT 83O S
S Ss 6 & = 2 8 88 883 9 S 0 b D @ & @ o o6 e >»
— o4 o4 o4 o od o o o €4 o ©4 o o o o o o o4 o 3 o4 o o9 o4
P e - = B <~ e e e e e N - T = - B - B = S . U= = - =1
P = — - T R R R B — R - S S — S — S — S R S =T =T — T — 1
ol S M T N o = N = M T M S = R < N P S = R - I = R = N < M T M S =
o B B 5 B 5 8 8 5 3 - 2 L2 K2 x5 8 8 5 38 53 38 825 &
[P S P S P S H S RS S S RSN S RS R R P S P P P P S T S S S RS R S R R S R R
[Interval] - end time (Collected interval e)

uojieziipn ndo

| TN

E=Slo s

X-axis (Labels)

[Interval] - end time (Collected interval size)

Primary ¥-axis (Bars)
Dispatched CPU (seconds)
Transferred CPU (seconds)
CPU queusing (seconds)
Disk page faults (seconds)
Disk non fault reads (seconds)
Disk space usage contention (seconds)
Disk writes (seconds)
Disk other (seconds)
Journaling (seconds)
ine level gate serialization (
Seize contention (seconds)
Database record lock contention (seconds)
Object lock contention (second
Abnermal contention (seconds)

Secondary Y-axis (Lines)
CPU utilization

Flyover Ficlds
Interval delta time (seconds)

Total active threads/tasks

Total idle threads/tasks

Available Ficlds

[Interval] - timestarmp

Interval number

Minimum interval timestamp
Maximum interval timestamp
Interval defta time (usecs)

TIMEDS

TIMEOS

TIMEL2

TIMELS

TIMELS

TIMELD

TIMEZO

TIMEZL

TIMEZ2

TIMEZS

TIMEZ4

TIME2S

TIME26

TIMEZT

TIMEZS

TIME2S

TIMEIO

TIME31

Dispatched CPU time active (seconds)
Dispatched CPU time waiting (seconds)

¥: [263] 10:37:02.197 _¥1: 37.3265 (Disk page faults

seconds))  ¥2 £1:31.0634

Bars 251 - 300 of 337
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Analyzing job-threads with high page faulting

Threads ranked by longest page fault wait times

i} iDoctor Data Viewer - #1.

- - — -

File Edit View Window Help

S S| G A E] B e Bl | B <5 (0] bd BT G| B2 2 SR ER position: | 1 e+ 0@
Ctehwperf.rchland.ibm.com/S_COMMENML/Q054101500/Collection overview time —e1 ct E s 1/Q054101500/Disk page faults rankings by thread: From 10:31:46 am to 10:35:56 am - #1 [53]

Job namefuser/number: thread i

JB#0012492:
JB#0012490:
JB#0012486:
JB#0012488:
JB#0001079:
JB#0010734:
JB#0010720:
JB#0009120:
JB#0010676:
JB#0010727:
JB#0009514:
JB#0007149:
JB#0000219:
JB#0012307:
JB#0010733:
JB#0010741:
JB#0010694:
JB#0010746:
JB#0010686:
JB#0010650:

Disk page faults rankings by thread: From 10:31:46 am to 10:35:56 am

139712144‘

Thread wait time signature for JB#0012492; 139712144

139712143

Selected Threads
Rankings

139712141

Detail reports

Generic job for selected thread

139712142

Call stacks
Display call stack

139718025

Collection overview

Create Shortcut

139719871

Preferences...

Run Collection Summarny

139720677

Change SQL Parameters
Graph Definition

138293746

Duplicate

139723417

Properties

Ien

139722994
139065057
139675085
139721190
139403638
139718405
139718846
139722468
139719021
139722466
139721192

s o o
=

4
5
6
l
8
9
100
10
120
130
140
150
160
170
180
190
200
210

M
Al

R_axis (Labels)

job name/user/number: thread id

PBrimary V-axis (Bars)

Dispatched CPU (seconds)

CPU queucing (secands)

Disk page faults (seconds)

Disk nen fault reads (seconds)

Disk space usage contention (seconds)
Disk wrrites (seconds)

Disk other (seconds)

Journaling (seconds)

Machine level gate serislization (seconds)
Seize contention (seconds)

Object lock contention (seconds)
Abnormal contention (seconds)

Flyover Fields
Total time (seconds)

Current user profile
Wait object name

Holder job or task name

SQL client job

Flags (1/2/T=prim/sec/task, W=wait obj, H=holc
Mumber of processes (primary threads)

Number of unique threads/tasks

Job (P) or task (T} or secondary thread (S)

Available Fields

Socket receives (seconds)
Tdleswaiting for work (secands)
Other waits (seconds)

Grouping unique identifier
Joby/task name

Total intervals included
Minimurm interval timestamp
Masximum interval timestam,
Task count (uniquely identifies a task/thread)
Process initial thread task count
Joby/task name

Thread ID

Generic job name
Pool ID

Minimum LIC priority
Masximum LIC priority
LIC priority range

onds)
Main storage pool overcommitment (seconds)
Reserved (seconds)

19 WM tool thread (seconds)

Reserved (seconds)

Reserved (seconds)

Socket tra

PASE (: )

Data queue receives (seconds)
Synchronization token contention (seconds)
Dispatched CPU time waiting (seconds)
Dispatched CPU time active (seconds)
Transferred CPU time (seconds

Job grouping identifier (0=thread, 1=job, etc)
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Investlgatlng wait S|gnature over time thirt
N\ years
= Use your mouse to fly over the intervals to see the CPU Utilization and page fault wait times in seconds

LT — — e W

File Edit View Window Help
st & = 5| da A o | =] B se B | [ D | God B0 G| B = e

Ctchwperf.rchland.ibm.com/S_COMMEM1/Q054101500/Thread wait time signature for JB#0012490: 139712143 - #1

= 8 [ >+ i1®@.
Ctehwperf.rehland.ibm.com/S_COMMEMIL,/Q054101500/Collection overview time signature - =1

X-axis (Labels)

6 Thread wait time signature for JB#0012490: 139712143 =0 [Intervall - end time (Collected interval size)
Brimary V_axis (Bars)
BN Dispatched CPU (seconds)
5.5 BB CPU queucing (seconds)
}é 45 [ Disk page faults (seconds)
J 1 Secondary Y-oxis (Lines)
_ S S S
5 — Fi [ ——— CPU utilization
i 40 Flyower Fislds
a5 Ty . L il [ e Interval defta time (seconds)
s ] N | Holder taskcount
\ Vs i B N 35 Holder job or task name
4~ |1 Ll 4 - 5 Awailable Fields
“ I k. /| Other waits (seconds)
—_— f
) L8 J {Interval] - timestamp
£ 135 / “ 30 3 Viferval iambEr
= b = Task count (uniquely identifies a task/thread)
8 [ = Minimum interval timestamp
b = Maximum interval timestamp
@ 3 25 = Interval delta time (usecs)
= = Total active threads/tasks
E 55 == idle threads/tasks
= = S
=] 20 =
2
ac
Interval] - end time (Collected interval size): [302] 10:40:22.993
Interval number: 303
1.5 Disk page faults (seconds): 4.5932
CPU utilization: 45.9840
Interval delta time (ssconds): 5019172
1 Holder job or task name: HT=0000003
5
0.5
o] o
© @D - o B> o - O o o — 2 & 4 = @ o o o - O C4 e e
S 2 @ & B 3 m P kT D 2 B S g g B =3 8 =S =
4 o4 o4 o o4 o4 o4 ©8 o4 o4 o4 ©d ©4 o4 o o4 o4 o o3 o3 3 o3 o3 o o3
i i i & &8 d 4 &8 &8 B B OB o B e o S S S S S o o =
P— = R S S B — S SR G N R S N S
= = o o = D = o n = = o o = @ = = n = o = = s =
S L 22 E 2 » 8 8 @D 8D 83 % so 9 8 9 3 - 2 2=
0O o, o, 0, DR BF oDE C; o, D, D, BE oF O DG aro o0, B0, B3, O O GeE Joa e
Dispatched CPU time active (seconds)
. . Dispatched CPU time waiting (seconds)
[Interval] - end time (Collected interval size) ansferred CPL ne (seconds)
3 [303] 10:40: ¥1:4.59332 (Disk page faults (seconds]]  ¥2 #1: 45.9540 Bars 200 - 249 of 765
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Reviewing Call stacks

/’_\
thirt

. years
T

Right click on the intervals of interest and click on “Display call stack”

T ——_— 2 D )

DT T—— — . iy
File  Eait  view window Help
st = W | G AR R E| B e B | B D | G E0 W B4 = Pos

Ctchwperf.rchiand.ibm.com/$_COMMEM1/Q054101500,/Thread wait time signature for JE#0012490: 139712143 - #1

ition:

| 2 | » |

Ctelwperf.renland.ibm.com/S_COMMENL/QO54101500/Collection

Thread wait time signature for JB#0012490: 139712143

6 50
_—
5.5 _—
45 | —
5T P o— PR e — :
40
4.5 \ -
Fa 35
4 | s | =N i I
— [ 3 f
) b i 30
g &5 4 L \ 3
A~ L
=3 . c
> =
3 3 25 =
o, =
2 =8
£ 25 =3
= 20 =
2
i Al i 15
1.5 Disk page faults rankings by Thread: From 10:37:52 am to 10:37:57 am
= Detail reports >
Rankings » 10
1 [ TRy
Collection overview r 5
0.5 Create Shorteut >
Preferences...
1] | o
2 S S Run Collection Summary LIS A A O
5 gl B Change SQL Parameters o e = g o o =R
S ¢ 3 Graph Definition 3 S f B3 8 2 8 s
= o= e S &8 o = = = =
oOp ool e Duplicate > D~ S~ S~ S
S S S S S 8 S S8 S S
= = = BEopEes 'l 5 g c 5 - =
Lo B I~ e = B - < B s « B s = B> e B es S e S e e S S = R = T
ST SR SR SR ST T S A s R R R S R S T R S R S T S e R e R S M S A e A R R = T <

[Interval] - end time ({Collected interval size)

overview time signature - =1

H-awis (Labels)
[Interval] - end time (Collected interval size)

Primany ¥-axis (Bars)
Dispatched CPU (seconds)
CPU queueing (seconds)

Disk page faults (seconds)

Secondery V-axis (Lines)
CPU wutilization

Flyover Fields

Interval delta time (seconds)
Holder taskcoun

Holder job or task name
Available Fields

Other waits (seconds)
[nterval] - timestamp
Interval number

Task count (uniquely identifies a task/thread)
Minimum interval timestamp
Maximurm interval timestamp
Interval delta time (usecs)
Total active threads/tasks
Total idle threads/tasks

Dispatched CPU time active (seconds)
Dispatched CPU time waiting (seconds)
Transterred < (seconds)

*: [274]10:537:57.402  ¥1:4.5691 [Disk page faults (seconds)) Y2 #1: 35.0501

Bars 200 - 249 of 768
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Call Stack information thirt

=  The call stack will show the object faulted on, pool, and program driving it

Doctor Data Viewer -1

File Edit WView ‘Window Help
o e AR ] B

Interval Details: System Ctclwperf.rchland.ibm.com, Library $_rccl5b, Collection Q054101500 - #1 [&3] Ctchwperf.rchland.ibm.com/S_RCCL5E/Q054101500/Thread wait time signature for TVARIANCE / ACCOJ / 494074: 00000TAB - #1

Position: | 1 | » |

| Quick View | Call stack | Object waited en | Wait buckets | Physical 14Os | Logical 1/Os | Transactions [ IFS [ SGL | Other statistics | Query |

General:

Primary thread [ debName / User /494074:000007A8 | Interval 267 [ [« 1
Job subsystem: QBATCH Job status: RUN Job function: IDX- UserPgm1 Poaol: 9
Current user profile:  1Cument User Cumert state:  RUN Priorty (XPF/LIC):  50/130 Orginal LIC: 206

Very useful!!!

Currert or last wait:  {182/SFF} 0 mi

Wait duration

Object waited on° ik Object (Fecord FEIGE5ES7) Sdurstion: 5005 seconds
Holding job ortask:  None detected this interval Interval end 2015-02-23-10.37.22 253000
SQL client job None detected this interval

Call stack contents:

Call Program Module Offset Procedure TET address Procedure MMI interpreted| JIT compiled|Interpreted| Direct exec
level start Java Java Java Java
address method method method method

% 001 00000ES8  #dbstuff 4 A0 58593 FFFFFFFFCSB5CDO04

2 002 00001C28 =dbbuild FFFFFFFF 96880 FFFFFFFFCT, 90 FFFFFFFFC732B088

% 003 00001330 #dbxbinx -5685F8B0 4C6F30 T4CB558

% 004 0000186C  #dbcinx FFFFFFFFS678ETBO FCI302CAD  FFFFFFFFC9310B68

2 005 000000EE  =cfmir FFFFFFFF4AQEL708 FFFFFFFO05000 FFFFFFFFFFO051C4

2 006 0000012C  syscall_A_portal 070800 070964

36D4591C9202A7C0  36D4591C9202CA90
36D4591C92040700 36D4591C92041420
36D4591C92026860 36D4591C920275E4
36D4591C9200C380 36D4591C9200DEBC
36D4591C92078180 36D4591C920093A0 3604591 CI200B5A8
36D4591C22076738 36D4591C92002220 36D4591C22005698

% 007 QQQIMPLE  QQQIMPLE 00001380 ICRTDSI
%, 008 QQQIMPLE  QQQIMPLE  00000C7C  IKKEYDSI

%002 QQQIMPLE QQQIMPLE 0000015C IORDERBY
%010 QQQIMPLE  QQQIMPLE  00000DEE  SHRLEMNT
3,011 QQQIMPLE  QQQIMPLE  00002LF0  IMPLEMNT
%012 QQQIMPLE  QQQIMPLE 00002448 QQQIMPLE

O O B B Oy Oy O Dy Oy e O B O O Oy By B B B O O O [ Oy

%, 013 00000100  chlabranch A2A39C0 000 00
%, 014 000000C4  aiuser_program_call_portal  ATE2DO £0D7310 0D7404
3,015 QQQQUERY QQQQUERY 000115F4 QQQQUERY 38FEFITAD40B40FE  3SFEF17ADA002480 38FEF17AD4017BFC
% 016 00000100 chlabranch FFFFFFFF4A2A39C0 FFFFFFFFFFFFB000  FFFFFFFFFFFFB300
%, 017 000000C4  aiuser_program_call_portal  ATE2DO £0D7210 0D7404
% 018 QQQOPNQF  [GGQOPNGR OPNGRVF command processing program | 0638EDTASFO0S3E0  0638EDTABF0016D0  0638EDTASFO068CA
% 019 FFFFFFFF4A2A39C0 FFFFFFFFFB000  FFFFFFFFFFFFB300
%, 020 000000C4  aiuser_program_call_portal  ATE2DO £0D7310 0D7404
%, 021 UsarPgm 00005EES 03678DATEFO0SELS  D3678DATEF0016D0 03678DATEF00SE04
2, 022 00000100 cblabranch A2A39C0 000 00
% 023 000000C4  ziuser_program_call_portal FFFFFFFF38ATE2D0  FFFFFFFFFEOD7310  FFFFFFFFFEOD7404
%, 024 QCMD 00003090 13BA3A4B3ED15340 13BA3A4BIE001700 13BA3A4B3E015230
%, 025 00000100 cblabranch A2A39C0 000 00
% 026 0000005C  zimach_program_call_portal FFFFFFFF38ADSS00 FFFFFFFFFE24A710  FFFFFFFFFE24A774
%, 027 00000740 Mo Procedure Found™~ TETADDR=FFFFFFFFS4B039C0  0000000000000000  0000000000000000  0000000000000000
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Example: Finding cause for intermittent page faults in a job

i

In this example, a job shows intermittent faults

iDoctor Data Viewsr - X

File

s = W | da A

Edit  View Window Help

| =] S| sa

Gy Pasition: | 1

Ctchwperf.rchland ibm.com/$_RCCL5B/Q054101500,/Thread wait time signature for ACO40#5R / ACBLFB / 497316: 00000FFC - #2 [g3]

Time (seconds)

Thread wait time signature for /

f/ 497316: 00000FFC

50

[Interval] - end time (Collected interval size)

45

40

35

30

25

20

15

10

v

B | b €D (0| Gl EO [ | B S

@

Ctchwperf.rehland.ibm.com/5_RCCL5E/Q054101500/Collection overview

uojiezinn ndd

I Limi

K-axis (Labels)

[Interval] - end time (Collected interval size)

Primary ¥-axis (Bars)
Dispatched CPU (seconds)

CPU queusing (seconds)

Other waits (seconds)

Disk page faults (seconds)

Disk non fault reads (seconds)
Disk writes (seconds)

Disk other (seconds)

lournaling (seconds)

Machine level gate serialization (seconds)
Seize contention (seconds]
Abnormal contention (seconds)

Secondary V-axis (Lines)

CPU utilization

Flyover Fields

Interval delta time (seconds)
Holder taskcount
Holder job or task name

Available Fields

[Interval] - timestamp

Interval number

Task count (uniquely identifies a task/thread)
Minirmum interval timestamp

Maximum interval timestamp

Interval delta time (usecs)

Total active threads/tasks

Total idle threads/tasks

TIME
TIMEOS
TIMEL2
TIMELS
TIMELG
TIMELT
TIMELS
TIMELD
TIME20
TIME21

TIMEZ24
TIME2S
TIME26
TIMEZ2T
TIMEZ2S

TIME29

TIMES0

TIMES1

Dispatched CPU time active (seconds)
Dispatched CPU time waiting (seconds)
Transferred CPU time (seconds)
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entify program causing page faults
The user program here is calling an SQL statement that then calls the QDBGETMQO (table or index scan)

program

i3} iDoctor Data Wiewer - #1.

File Edit View \Window

o P s A

Position: | 1 e

Interval Details: System Library S_r -#2 [ Interval Details: System Ctchwperf.rchland.ibm.com, Library S_rcclSb, Collection Q054101500 - #1 =
Quick View | Call stack |[Object waited on | Watt buckets | Physical 1'Os | Logical 1/Os | Transactions [ IFS | SQL | Other statistics | Queny |

General:

Primany thread JobMame / User +493487:poooosaz | Interval B = 9] [l

Job subsystem RUN Job function: PGM- UserPgm1 Pool 9

Cument user profile: CurrUser Current state: WAIT Priority (XP F/LIC): 50190 Original LIC: 206

Curmrent or last wait: (161/5SF) Mainstore logical-dasd+o: page fault page fz ‘Wait duration 4.581 milliseconds

Object waited on:  [FEm—— 1 ] intorval durstion:  5.015 seconds

Holding job or task: |weevssssussmmmet . | Interval end 2015-02-23-10.22.28.874000

SQL client job: MNone detected ferval

Call stack corterts
Call Program Module Offset Procedure TBT Procedure Procedure -
level address start end
address address

o 001 0000 qu_dasd_fault_on_res_stack | ADEOSEE C5A0 -07C960

& 002 00000244 p a = FPITIT2 E 8570 "

o 003 00000374 findLowHighestOfEqualsOp__¢ FRCL. ryR1. ryCQ2 ¢ 14IndexDirection AZ6FES 9CED A91C

& 004 00000030 findLowestOfEquals__¢ FRC1. LA26F20 9360 9CBC

2 005 000002EC n te_16DbpmDi 130bpmQueryinfo 2140 142300 C1aza80

an 006 ndE: ite__17Dbpr R13DbpmQuerylnfo 8780 421C60 421EDC

&, 007 0000007C  wPositicnMextAndExecute16DbpmDspProbefNodeFR12DbpmQueryinfo ADB120 BGEB40 B73564

£, 008 000001DC  positionNedEntryAndFetchOutline_17DbpmReadOnlyQueryFRQ2_17Dbp: OnlyQuery10D pt F750 2D8A00 2DO604

&, 009 0000008C  positionMextEntryAndFetch_17DbpmReadOnlyQueryFRQ2_17DbpmRead Only Query10D. P FSFO 208620 2DSEEC |
25,010 00000128 DbpmExecQEQWrapperCursorRequest_ FPwP35DbpmQEOWrapperCursorRequestTemplate 1C1A20 8BD2120 BD3250
&= 011 0000023C  dbmaint o D11F240 D1201EC

£ 012 0D0000ES  *cfmir AOE1708 00 0051C4

am 013 0000012C  syscall_A_portal I ADELL188 D800 070964

&2 014) QDEGETMQO  QDEGETMQO | 00001AE0  QDEGETMQO 1BFC0209190058C8 1BFC020919001940 1BFCO209190042 A8
o 01 000001 D0 L A2A39C0 00 300
o016 000000C4  miuser_program_call_portal EOD7404
&a 017 QSQRUNZ QSQFETCH 0000046C  F_GETBLK 3C8FCAEBTCOEAESS 3C8FCAES7 C028100 3CBFCAESTC02980C
&a 018 QSQRUN2 QSQFETCH 0000248C  F_EMBSELL 3CBFCAEBTCOEED78 3CBFCAEETCO13DCO 3CEBFCAEETCO17B14 | |
as 019 QSQRUMNZ QSQFETCH 000024DC  SQL_Fetch 3C8FCAEBTCOE7500 3CBFCAES7 COO2E40 3CBFCAESTC006ACO
an 020 QSQROUTQ QSQROUTQ 00006104 FASTPATH_PROC 03B17DC3CCO801C0 03B17DC3CCO38C80 03B17DC3CC04782C
&2 021 QSQROUTQ QSQROUTQ 0D00023E0 SQL_Route3 03B17DC3CCO7ATI0  03B17DC3CCO03A00 03B17DC3CC032B14
o 022 000001D0  cblabranch 00 00
= AD7900 49CA0 Das
£ uzi UserPgm1 UserMod 1 00000830 main I 3D572C06F2005AF0  3D572C06F2003CA0  3D572C06F2005600
o & (. T. 8 3D572C06F2005CES 3D572C06F20026B0 3D572C06F200299C
2026 000001D0 oCo 00 00
am 027 OQ0000EC  aiuser_program_call_portal ATE2DO D7310 EOD7404
&2 028 00000158 oxcallpgrmw E2977.
&a 029 QSQRUN4 QSQCALLSP 000000A2 CALLPROGRAM 2EAAFBOD7C13DCAS 2EAAFSODTCO9CEBCO 2EAAFBODTCOSCE3S
030 QSQRUN4 QSQCALLSP  00014BFO  SQL_Csll 2EAAFEOD7CI2FA70  2EAAFSODTCO357A0  2EAAFSID7CO4FSLC
&2 031 QSQROUTE QSQROUTE 00024898 QSQROUTE 17BAS5SBI5E3074120 17BASBISE3003A60 17BASBI5E3030ES0 ~
o it ] B

Copy URL [ oK ][ Cancel |[ rHee |
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Identify the SQL statement causing high page faults

=  The SQL tab will often show which statement was run to cause the faulting

- File Edit View Window Help

| Quickc View | Call stack | Obiect waited on | Wait buckts | Physical 1/0s | Logical 1/0s | Transactions [ IFS | SGL | Other satistics | Query |

General:

Primarythread: [ jJob Name / User /493487: 00000822 | Interval: % (4 [«]2]

Job subsystem: QBATCH Job status: RUN Job function; PGM- UserPam1 Pool: §
Curment user profile:  ACBLSF Curent state: ~ WAIT Priority (XPF/LIC): 50150 Onginal LIC: 206

Curent or last wait:  (161/5Ft) Mainstorelogical-dasd-o: page fault pagef: Wait duration: 13.822 milizeconds

Object watted on: |[ Oject Name Interval durgtion:  5.013 seconds

Holding job ortask:  Mone detected this interval Interval end: 2015-02-23-10.22 33.896000
SQL client job: MNone detected this interval
Launch Run SGL Scripts Include host variables Other information:
DECLARECUR:D oy + | Description Value
' Remote DBS name *LOCAL
Mumber of host variables 7
Package library PPC_PS5
Package name 5000015315

Package source library ~ QTEMP

Package source file QSQLSRC

Package source member 5000015315

Package source date 2013-10-28-19.07.08,000000
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Job Watcher Memory Analysis Summary

= We can tell with more granularity what CS data showed us:
* The job waiting the most on disk faults
* The type of faults (DB vs. non-DB)
« The average wait time on faults
* The pool the job is running in
- Etc.
= Additionally, we now know:
* The object being faulted on
* The program running
« The OS operation causing the faulting
* May also get SQL statement and host variables if running SQL

thirty
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Navigator SQL Plan Cache Snapshot Analysis

= Run a plan cache snapshot against the tables being faulted in the most

SQL Plan Cache - 192.168.147.11

=
- | =

2= ... | No filter applied

Name

— - TR,

EI' @ | Actions ¥

|ht| @ SQL Plan Cac

ES saL plan cac

Open
Verify...

Import...

Save List Contents...

New

-

Snapshot

Text
Work with SQL plan cache snapshots.

Work with SQL plan cache event monitors.

Ctchwperf.rchland.ibm.com
r-H5 Basic Operations
- B8 Work Management
- B® Configuration and Service
- Metwork

w3 Security
F-@%® Users and Groups
5@y Databases
2By S02a84e0
£ Schemas

Tl e R T - -

=-B™ sQL Plan Cache

i Integrated Server Administration

i Database Maintenance
{0 Database Mavigator
M@ SQL Performance Monitors

Maps

e
: B sQL Plan
E-%% Transactions
-, OmniFind Te

G123 File Systems

e Backup

-8 Application Develop|

B8 AFP Manager

Explore

Open

Create Shortcut
Customize this View
Verify...

Import...

Sawve List Contents...

Mew

—
(F>
3=
alr—
<

]l

Snapshot t
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Plan C

ache Snapshot Analysis

= Filter the plan cache snapshot by objects

= New SQL Plan Cache Snapshot - Ctchwperf.orchland.ibm.com(S02a84=0)

Hame

Scheama

—

I

q

q

G IO T

—

|colectionname

|acrL e |

" Include all plan cache entries
= Include plan cache entries that meet the following criteria

Filters to apply:

Minimum runtime for the longest execution of the statement:

I o—] [Seconds
Staterments that ran on or after this date and time:

I Frans— | 1:59:43 Phid—)

Top 'n' most frequently run staterments:

=4

Top 'n' statements with the largest total accumulated runtime:
=4

Statements the following user has ever run:

I

Staterments that are currently active

Statements forwhich an index has been advised
Statements for which statistics have been advised
Include statements initiated by the operating svstem

Staterments that reference the following objects:

Schema Fame
table

Statements that contain the following text:

Browse .
:' Remove

Cancel

Help
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Data Management Best Practices for Memory th[_f_’gy

= Reduce file sizes

= Implement an index strategy

= Review index page size

= Remove deleted records (RGZPFM command)

= Purge historical data

= Consider adding SSD arms for those objects that have to be faulted in

= Avoid making any pool with activity too small — the faulting caused
additional 1/0O, which in turn can affect response times for other jobs
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IBM i Memory Tuning Best Practices - Summary

Verify the memory configuration
« Memory per processor
* Processor affinity score
* Reduce 10 time by removing 1/0O bottlenecks
Verify the pools are tuned correctly
* Min/max pool size set up
« Jobs running in the right pool
« IBMi performance features are being used
Tune application data access
Optimize SQL queries
Verify files size are right for an OLTP environment
* Remove deleted records
*  Purge historical data

77N\
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Questions?
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IBM i Performance FAQ a MUST read! thirty

N years

October 2017 update (watch for a Spring 2018 soon!):

IBM 1 on Power - Performance FAQ

October 9, 2017

https://www-01.ibm.com/common/ssi/cgi-bin/ssialias?htmIfid=POWO03102USEN

IBM Power Systems Performance
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http://www-01.ibm.com/common/ssi/cgi-bin/ssialias?subtype=WH&infotype=SA&appname=STGE_PO_PO_USEN&htmlfid=POW03102USEN&attachment=POW03102USEN.PDF

IBM | Web Sites with Performance Information

. IBM Knowledge Center:
« 7.2 Performance
e 7.3 Performance

. IBM i Performance Management:
| Performance Management

. developerWorks:
— IBM i Performance Tools: developerWorks Performance Tools
— IBM i Performance Data Investigator: developerWorks PDI

= IBM iDoctor for IBM i: iDoctor

. IBM i Wait Accounting information:
— Job Waits Whitepaper
— KnowledgeCenter: The basics of Wait Accounting
— developerWorks: IBM i Wait Accounting

N\
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http://www.ibm.com/support/knowledgecenter/ssw_ibm_i_72/rzahx/rzahx1.htm
http://www.ibm.com/support/knowledgecenter/ssw_ibm_i_73/rzahx/rzahx1.htm
http://www-03.ibm.com/systems/power/software/i/management/
https://www.ibm.com/developerworks/community/wikis/home?lang=en
http://www.ibm.com/developerworks/ibmi/library/i-pdi/index.html
http://www-912.ibm.com/i_dir/idoctor.nsf
http://public.dhe.ibm.com/services/us/igsc/idoctor/Job_Waits_White_Paper.pdf
http://www.ibm.com/support/knowledgecenter/en/ssw_ibm_i_73/rzahx/rzahxbasicwaitaccounting.htm
http://www.ibm.com/developerworks/ibmi/library/i-ibmi-wait-accounting/

A Redbooks publication!

http://www.redbooks.ibm.com/redbooks/pdf s/sg247808. pdf

——
Maximize performance using the

—
Learn tips and best practices

e
it
Iy

i

End to End
Performance
Management on IBM i

—
Understand the cycle of Performance

Management

new graphical interface on V6.1

ibm.com/redbooks REdbOOk

AN
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http://www.redbooks.ibm.com/redbooks/pdfs/sg247808.pdf

IBM i 7.2 Technology Refresh Updates @y

Covers the 7.2 content through o et v e 0 14215 _ Sl
Technology Refresh 1 IBM i 7.2 Technical Overview wit

Technology Refresh Updates

Section 2.8 — Performance

Covers new functions and enhancements
through IBM i 7.2 TR1

——
Easy to use web-based system
management

Section 8.6.7 — Job level SQL stats in P g
Collection Services approach
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IBM i Performance Analysis Workshop

Learn the science and art of performance analysis, methodology and problem solving

Managing and analyzing the data can be quite complex. During this workshop, the IBM Systems Lab Services IBM i team will share useful techniques for analyzing performance data on key
IBM i resources, and will cover strategies for solving performance problems. It will aid in building a future foundation of performance methodology you can apply in your environment.

Overview:
+ Topics covered include:
—  Key performance analysis concepts
—  Performance tools
—  Performance data collectors (Collection Services, Job Watcher,
Disk Watcher, and Performance Explorer)
—  Waitaccounting
» Core methodology and analysis of:
—  Locks
- Memory
—  1/O subsystem
- CPU o
» Concept reinforcement through case studies and lab exercises [ Dispatehe CPU Time
+ Discussions on theory, problem solving, prevention and best practices g b Ao =
Workshop details:
- Intermediate IBM i skill level

* 3-4 day workshop, public or private (on-site)

— For general public workshop availability and enrollment:
IBM i Performance Analysis Workshop

— For public workshop availability and enrollment in France, please contact Philippe Bourgeois at
pbourgeois@fr.ibm.com or Frangoise Laurens at f_laurens@fr.ibom.com

» For additional information, including private workshops, please contact Eric Barsness
at erichar@us.ibm.com or Stacy Benfield at stacylb@us.ibm.com, members of Systems Lab Services

IBM Systems Lab Services Power Systems Delivery Practice - ibm.com/systems/services/labservices - ibmsls@us.ibm.com

CPU Utilization and Waits Overview
25,000

20,000 4

15,000

10,000

Quaniag voneznn ndd

Time Geconds)

5,000 -

BH Disk Time
[ Lock Contention Time

© 2018 IBM Corporation


https://www-912.ibm.com/events/iEntEdVoucher/iEntEdVoucher.nsf/web/66A00E8BF0D6EA1F86257D320069E5CB
mailto:ericbar@us.ibm.com
mailto:stacylb@us.ibm.com
http://www.ibm.com/systems/services/labservices
http://www.ibm.com/systems/services/labservices
mailto:stgls@us.ibm.com
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IBM i Performance and Optimization Services thlrty

N\ years

The IBM i Performance and Optimization team specializes in resolving a wide variety of performance problems. Our team of
experts can help you tune your partition and applications, including:

Reducing batch processing times

Resolving SQL query and native 10 performance problems

Tuning RPG, COBOL, C, and Java (including WebSphere Application Server) programs
Removing bottlenecks, resolving intermittent issues

Resolving memory leaks, temporary storage growth problems, etc.

Tuning memory pools, disk subsystems, system values, and LPAR settings for best performance
Optimizing Solid State Drive (SSD) performance

Tuning client interfaces such as ODBC, JDBC, .Net and more

Skills transfer and training for performance tools and analysis also available!

Contact Eric Barsness at ericbar@us.ibm.com for more details.

www.ibm.com/systems/services/labservices
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And finally




Thank you

Don't forget to fill-in the
feedback form!




for Business

ithankyou

www.ibm.com/power/i
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Special notices \

This document was developed for IBM offerings in the United States as of the date of publication. IBM may not make these offerings available in other countries,
and the information is subject to change without notice. Consult your local IBM business contact for information on the IBM offerings available in your area.

Information in this document concerning non-IBM products was obtained from the suppliers of these products or other public sources. Questions on the
capabilities of non-IBM products should be addressed to the suppliers of those products.

IBM may have patents or pending patent applications covering subject matter in this document. The furnishing of this document does not give you any license to
these patents. Send license inquires, in writing, to IBM Director of Licensing, IBM Corporation, New Castle Drive, Armonk, NY 10504-1785 USA.

All statements regarding IBM future direction and intent are subject to change or withdrawal without notice, and represent goals and objectives only.

The information contained in this document has not been submitted to any formal IBM test and is provided "AS 1S" with no warranties or guarantees either
expressed or implied.

All examples cited or described in this document are presented as illustrations of the manner in which some IBM products can be used and the results that may
be achieved. Actual environmental costs and performance characteristics will vary depending on individual client configurations and conditions.

IBM Global Financing offerings are provided through IBM Credit Corporation in the United States and other IBM subsidiaries and divisions worldwide to qualified
commercial and government clients. Rates are based on a client's credit rating, financing terms, offering type, equipment type and options, and may vary by
country. Other restrictions may apply. Rates and offerings are subject to change, extension or withdrawal without notice.

IBM is not responsible for printing errors in this document that result in pricing or information inaccuracies.
All prices shown are IBM's United States suggested list prices and are subject to change without notice; reseller prices may vary.
IBM hardware products are manufactured from new parts, or new and serviceable used parts. Regardless, our warranty terms apply.

Any performance data contained in this document was determined in a controlled environment. Actual results may vary significantly and are dependent on many
factors including system hardware configuration and software design and configuration. Some measurements quoted in this document may have been made on
development-level systems. There is no guarantee these measurements will be the same on generally-available systems. Some measurements quoted in this
document may have been estimated through extrapolation. Users of this document should verify the applicable data for their specific environment.
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Special notices (cont.) o

IBM, the IBM logo, ibm.com AlX, AIX (logo), AlX 6 (logo), AS/400, BladeCenter, Blue Gene, ClusterProven, DB2, ESCON, i5/0S, i5/0S (logo), IBM Business Partner (logo),
IntelliStation, LoadLeveler, Lotus, Lotus Notes, Notes, Operating System/400, OS/400, PartnerLink, PartnerWorld, PowerPC, pSeries, Rational, RISC System/6000, RS/6000,
THINK, Tivoli, Tivoli (logo), Tivoli Management Environment, WebSphere, xSeries, z/OS, zSeries, AlX 5L, Chiphopper, Chipkill, Cloudscape, DB2 Universal Database, DS4000,
DS6000, DS8000, EnergyScale, Enterprise Workload Manager, General Purpose File System, , GPFS, HACMP, HACMP/6000, HASM, IBM Systems Director Active Energy
Manager, iSeries, Micro-Partitioning, POWER, PowerExecutive, PowerVM, PowerVM (logo), PowerHA, Power Architecture, Power Everywhere, Power Family, POWER Hypervisor,
Power Systems, Power Systems (logo), Power Systems Software, Power Systems Software (logo), POWER2, POWER3, POWER4, POWER4+, POWER5, POWERS5+, POWERS,
POWER®6+, System i, System p, System p5, System Storage, System z, Tivoli Enterprise, TME 10, Workload Partitions Manager and X-Architecture are trademarks or registered
trademarks of International Business Machines Corporation in the United States, other countries, or both. If these and other IBM trademarked terms are marked on their first
occurrence in this information with a trademark symbol (® or ™), these symbols indicate U.S. registered or common law trademarks owned by IBM at the time this information was
published. Such trademarks may also be registered or common law trademarks in other countries. A current list of IBM trademarks is available on the Web at "Copyright and
trademark information" at www.ibm.com/legal/copytrade.shtml

The Power Architecture and Power.org wordmarks and the Power and Power.org logos and related marks are trademarks and service marks licensed by Power.org.
UNIX is a registered trademark of The Open Group in the United States, other countries or both.

Linux is a registered trademark of Linus Torvalds in the United States, other countries or both.

Microsoft, Windows and the Windows logo are registered trademarks of Microsoft Corporation in the United States, other countries or both.

Intel, Itanium, Pentium are registered trademarks and Xeon is a trademark of Intel Corporation or its subsidiaries in the United States, other countries or both.

AMD Opteron is a trademark of Advanced Micro Devices, Inc.

Java and all Java-based trademarks and logos are trademarks of Sun Microsystems, Inc. in the United States, other countries or both.

TPC-C and TPC-H are trademarks of the Transaction Performance Processing Council (TPPC).

SPECint, SPECfp, SPECjbb, SPECweb, SPECjAppServer, SPEC OMP, SPECviewperf, SPECapc, SPEChpc, SPECjvm, SPECmail, SPECimap and SPECsfs are trademarks of the
Standard Performance Evaluation Corp (SPEC).

NetBench is a registered trademark of Ziff Davis Media in the United States, other countries or both.

AltiVec is a trademark of Freescale Semiconductor, Inc.

Cell Broadband Engine is a trademark of Sony Computer Entertainment Inc.

InfiniBand, InfiniBand Trade Association and the InfiniBand design marks are trademarks and/or service marks of the InfiniBand Trade Association.

Other company, product and service names may be trademarks or service marks of others.
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