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Performance Management Life-cycle

Set Performance
Objectives
Create/Keep a Plan for the Future
Baseline

Collect
Performance Data

Monitor Real-time Analyze
Performance Performance
Tune System

Understand Trends
over Time
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Setting Objectives

AN N NN

User objectives

Management objectives

Overnight batch workload must complete in 6 hours....

Interactive response time must be sub-second.....
1000 widgets must be processed every hour...

Average CPU must be below 80% during core hours....

Disk used percentage must remain below 70%....

thirty

N\ years

Keep in mind.......
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Many Factors can Influence Performance thirty

N years

= Hardware capabilities

CPU, Memory, Disk....

= Configuration

System Values, subsystem configuration, pool sizes, etc.

= Software
Application software, IBM Software, LPPs, PTFs, etc.
=  Workload

Variability > peak days, end-of-month

= Network

= Or something external to IBMi.....
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Patterns in Performance Data N ot

= Performance data typically has patterns

« Daily, weekly, monthly, yearly

*- Understand your typical patterns

* Recognize change



Create a Baseline

= Abaseline is the expected performance characteristics o\ over a defined perlod of time
« The baseline provides the data to compare with to identify changes

* You may need to keep multiple baselines due to varying business periods
« Day-to-day operations
*  Month-end
* Year-end
« Prior to any significant software/hardware changes!

= The baseline is the reference point for
« Capacity planning and trending
 ldentifying impacts of changes in
— workloads
— applications
— operating system
— hardware



Create a Baseline thirty

N\ years

* Use Collection Services data for the baseline

= The baseline can be simple or complex, depending upon the need

 ldentify the metrics that are key to optimal performance
* Average response time
* Batch window time
* Average CPU utilization
* Disk used percentage

Number of interactive transactions



Keep Collection Services Baseline Data thirty
\ie/ars

= At a minimum, keep the *MGTCOL object
* Move to different library or change Expiration Date:

eeeeee 1 Name: Q182070120

Status: Complete
tarted: 7/1/14 7:01:21 AM
PR o o w2/ 1 7201:01 AM

I Expiration: I
| =
o I

(CFGPFRCOL command)
« Database files can always be recreated if you have the *MGTCOL
« Easy to move to another partition

10



Data Retention — Baseline benefits

Baseline data - Before change

4,000

3,500
3,000
2,500
2,000
1,500
1,000

S00

Time Geconds)

0
12:05 AM  12:35 AM  1:05 AM

1:35 AM

Ml Dispatched CPU Time

M Disk Page Faults Time

Ml Disk Space Usage Comention Time
M Disk Writes Time

Il Machine Lewvel Gate Serialization Time

2:05 AM

2:35 AM
Date - Time

Wl CPU Queuing Time

3:05 AM 335 AM 4:05 AM 4:35 AM

M Disk Non-fault Reads Time
B Disk Op-Stan Comention Time
M journal Time

Il seize Contention Time

770N\
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Wait Accounting technology e
surfaced in Collection Services data

can be extremely beneficial in

determining what has changed from
Baseline data.

Quadiad uenezinn ndd

After change

Time Geconds)
-
®
e
-3
Quaxiad) uoneEzing ndd

4:05 AM

0
12:05 AM  12:35 AM  1:0 2:05 AM
Date -

Il cPU Queuing Time
Il Disk Non-fault Reads Time
M Disk Op-Start Contention Time
Bl Journal Time
Ml seize Contention Time

Object Lock Contention Time

[ Main Storage Pool Overcommitment Time

3:05 AM 3:35 AM 4:35 AM

2:35 AM
e

Il Disparched CPU Time

Il Disk Page Faults Time

M Disk Space Usage Comtention Time

M Disk Writes Time

Wl Machine Level Gate Serialization Time
Database Record Lock Contention Time

M ineligible Waits Time
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Collect Performance Data
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* Collection Services Data 24/7

* 15 minutes is the default interval, 5 minute intervals provide better granularlty for perform

analysis
* Keep 7-10+ days for history + Baseline data
Why??

* |f something goes wrong, you have data that will help analyze the problem, fix it, and prevent
it from happening in the future

* If you can’t solve the problem, you have information that makes it easier for IBM Support to
solve the problem faster

« To provide a reliable baseline so you can understand the impact that a software, network,
or environmental change had on the performance of your system

» To provide historical information that enables you to plan for future growth based on
real trends, not guesses.
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Monitoring
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Real-time Monitoring

* Real-time monitoring is essential for pro-active performance
management
7€ Automated monitoring to alert you of potential problems
4 ™)
Identify and correct potential issues before they become real problems
\ y,

15



Real-time Monitoring

= Several tools/interfaces available for real-time monitoring:

« CL Commands

— WRKACTJOB, WRKDSKSTS, WRKSYSACT, WRKSYSSTS,
etc...

* IBM Navigator for i
— Active Jobs, Disk Status, System Status, etc...
— Dashboard
— Monitors (7.2) — System and Message

« Management Central Monitors
— System, Job, Message, File

77N\
thirty

N\ years
‘\.____/
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Navigator benefits — Active Jobs

= Performance and status information for the active jobs in the system

= Good high level starting point to see high resource consumers

- May provide “scope” information useful for other tools

= Additional performance related columns (metrics) + Integration to Collection Services/PDI

E Paerformance
Investigate Data
Manage Collections
El all Tasks
Active Jobs
Disk Status
Manage Collection:
Investigate Data
Performance Mana
System Status
[# Collections
E Reports
E Collectors

Active Jobs

Refresh | Elapsed time: 00:04:17

@ ‘ [ - ;E
| | Job Mame
E No filter applied
@ admin2
%Qbatch
Bqbatchz
Tt-f'qcmn
Qacsotp
Qlzpserv
Qnmapingd
Qnmarexecd
Qnpservr

Qzresrvr

® ® ® ® ® ® ©®

Qzscsrvr

Actions ¥

Detalled Status

Waiting for thread

Waiting for dequeue
Waiting for dequeue
Waiting for dequeue
Waiting for request
Waiting for request
Waiting for request
Waiting for request
Waiting for request
Waiting for request

Waiting for request

Current
User
Qlwisvr
Qsys
Qsys
Qsys
Quser
Quser
Quser
Quser
Quser
Quser

Quser

1

<7
Type < CPU %% Synchronous Disk L/O Memory Pool | Page Fault Rate Run @

Rate Priority Count

Batch immediate - Server 0.4 4.7 ase 3.3 25 90
Subsystem 0 0 Base 0 o 2
Subsystem 8] 4] Base 8] o 2
Subsystem 8] 0 Base 8] o 2
Prestart communications 0 0 Base 0 20 1
Prestart communications 0 0 Base 0 20 1
Prestart communications 0 0 Base 0 25 1
Prestart communications 0 0 Base 0 25 1.
Prestart communications 0 0 Base 0 20 1
Prestart communications 0 0 Base 0 20 1
Prestart communications 0 0 Base 0 20 1



Real Time — Active Jobs Integration

= Launch points to other performance functions which can be useful in problem

determination:

A user begins to complain about a

< ¢ Admin2 Reset Statistics [/aiting for thread I d . h I b f
o s | St e or hresd slowdown in their job performance.....
& Adming B s aiting for thread
% Qidriw Details » Vaiting for dequeue
g Qinter Reply... aiting for dequeue
# Qpadev000g Hold vaiting for workstation I/O
&3 Qserver Releasi aiting for dequeue

o _.aits for One Job or Task (Name = 'ADMIN2', Job Number = '013718', Job User = 'QLWISVR')
8 Qpwfserv — aiting for regquest =
Move... Perspective 2] Edit Bl view 2] History 2]
& Qpwfserv aiting for request
Delete/End.
-- Select Action -—- w |
o Qowfserv Performance » | Ela I=F=¥=3 sk hls | Waits for One Job or Task
o Spwviser=d Properties < Investigate Job Wait Da 14+
& QUNSEvED Start Job Watcher & 124
& . .
=
=1 Collection Services
<
=L
£ .l data

o

May determlne that 7:05 AM | 7:35 AM | B:05 AM  8:35 AM  9:05 AM | 9:35 AM  10:05 AM

Date - Time

I Dispatched CPU Time Il CPU Queuing Time
you need to Start Bl Disk Non-fault Reads Time Il Disk Space Usage Contention Time
B Disk writes Time M Journal Time

J b W h Bl seize Contention Time Database Record Lock Contesfion Time
O a.tc er B ineligible Waits Time

Il Main Storage Pool Overcommitment Time

' 1123% AM ' 12:0‘5 PM
Il Disk Page Faults Time

Il Disk Op-Start Contention Time

- Machine Level Gate Serialization Time

Il object Lock Contention Time

Il ~onormal Contention Time
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Dashboard IBM® Navigator for i

[® Welcome
| D-35I‘|bc|ardl

= Task in Navigator
= Also available with iAccess Mobile

Welcome » Dashboard 4
Dashboard
= K tri
ey me rICS € CPU Utilization >€ Page Faults < Disk Utilization
. g =500 S
updated in ;-
real time £
Time ! 3 Time Time
89% 624 4%

|
|
|

Disk Pool 1, Unit 7

" Set threShO|dS > Disk Pool Usage Jobs ) ! Operator Messages
to visualize | o )T
potential issues

0 Inquiry

© ADMIN, 0%
© ADMIN, 0%
© ADMIN, 0% 3 W :
© ADMIN1, 0%

© ADMIN2, 2.8%

» Disk Pool Usage (%)

w2 P o ADMIN3, 0%
" Time © ADMIN4, 0%

© ADMINS, 0%
949 B 2 k-t
e Disk Pool 1 Filter Matches:274 —tn




Configurable intervals and thresholds

7N\
thirty

Welcome 3¢ Dashboard ¢
Dashboard
Auto O Stop Reset
Interval: 1s [ Duration: 1s [
N ™
>¢ CPU Utilization ¢ Page Faults <« Disk Utilization
£ @ s00 ®7
< 100 ~— : 6
S o o < < 2 s00 < o <o < & s o o o <
5 s 3
-— W S -
g :'%’; 200 g 22
& o . ’ s = o . & o . y
20 o) 29 > 25 .2© 29 0 S S .2° 9 A0 AN )
o - Fes - N & \ o & a -~ N 5 S o " A " 8 J Ay At
Time Time Time
88% 608 5%
- —_ - Disk Pool 1, Unit 7
& 0 3 . 0 * & ? »
\_ < 60 > 80 < 60 > B0 J < 60 > 80 J
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Basic drill-down - CPU Utilization

CPU Utilization (%)

>€ CPU Utilization

Top Jobs
1. TESTPACK, 38.1%

Job: TESTPACK

User: DFL

Number: 025336

Status: RUN

Function: PGM-TESTPACK

870 Current User: DFL
Subsytem: QINTER
[N . QZRCSRVS, 24%
o : * . ADMIN2, 2.8%
<60 > 80 /4. CRTPFRDTA2, 0.6%

. QZRCSRVS, 0.6%
. QZLSFILET, 0.4%

(0 1 D W N

vV V V¥V Vv VvV

7N\
thirty
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Jobs - search and drill-down thirty

Jobs

dawn

o QZDASOINIT, 0%
o QZDASOINIT, 0%
o QZDASOINIT, 0%
o QZRCSRVS, 0.6%

Filter Matches:4

Jobs

Filter: dawn

QZDASOINIT, 0%
QZDASOINIT, 0%
QZDASOINIT, 0%
QZRCSRVS, 0.6%

Job: QZRCSRVS
User: QUSER
Number: 041924
Status: RUN
Function:

Current User: DAWN
Subsytem: QUSRWRK

{ v v V¥

22



Drill-down to System Monitors and Investigate Data thirty

.
¥ Page Faults W( < Disk Utilizz
— 700 — o ~ o o
o ek View Monitors |
23 D o . . .
S 400 Investigate Monitor Data(Machine Pool)
300
; 200 Investigate Monitor Data(User Pool)
& _| Investigate Page Faults Data L
B> oo O E o 6o A B AT .od
e’ A AT A AP A A" A AP AN aAY A
>~ 2 Yo g g p 2 g 2 3 g
Time Tim
469 21%
== === ;
L L Disk Pool 1, |
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IAccess Mobile Dashboard thirty

View from your favorite mobile

device
 Phone
* Tablet
http://system.name:2001/iamobile i § -
[ Jefu - ?'r Mmu.um
Em-?\ = b —

24
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7.2 Navigator Monitors

System monitors

Now available in IBM Navigator for i
Similar in concept to Management Central

Leverages Performance Data Investigator (PDI) function

Additional new metrics for monitoring
—  CPU utilization — uncapped

| — Actions — VV\ iSystemMonitor - Monitor Data

= IBM i Management

Target Systems and Groups

Favorites

System
Bl Monitors

System Monitors

Message Monitors
= All Tasks
B system Monitor

Create New System Monitor
System Monitors

Message Monitor

[ I PSR\ S .

~ Context
— C P U t. | i t. — S L Collection Name: R020000002
u I IZ a I o n Q Library: QPFRDATA
Layout(columns) 4

— Disk utilization for IASP

Collection Date: 2017-01-20
Coordinate Scrolling

Automatic Refresh

Collection Type: *CSFILE

Show Thresholds

_ Temporary StOI‘age used ~ LAN Utiization (Average)
—  Spool file creation rate =
— And more....

Percent Busy

 Disk Arm Utilization for System ASP
(Average)

214
114

Percent Busy
i
i
i
i
i
i
i 1
1
i
Ty
818

Date - Time

~ Disk Response Time (Read)

13

;
AN
20

Wan

Milliseconds per Operati

SR
T e S
AW AT

Date - Time

~ Disk Storage Utilization for System ASP.
(Average)

75 {70

Percent Full

D P 0 e ad
S T e
NG AFET T

Date - Time

~ Disk Response Time (Write)

_Milliseconds per Operati

S D L D P
2P 2 0P S
UL RCIN

Date - Time

 Machine Pool Faults Rate

Faults per Se cond

I

Date - Time

~ Disk Arm Utilization (Average)

3 2
Ly S .
2 %]
2 ]
HER
& AT
L A N
R P S
2% o 0P e
T T T T
Date - Time
~ CPU Utilization (Average)
03
s 70)
5 56 o
2
5 74 130]
194
0 p—p—p—p—r————1—
I I T P
A5 A0 2B 5 55
B S G

Date - Time
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System Monitors — Highlights

= See key data from a single, central interface
= Visually monitor near real-time data
= Capability to activate thresholds

= Ability to define action plans

7N\
thirty

26



77N\
System Monitors - Overview illn

"~

= System Monitors gather and present near real-time performance data
* Monitor the health of your system
» |dentify potential performance problems before they become serious issues

= Thresholds can be defined to trigger an action when a system wide performance metric
exceeds the defined “comfort level”

* For example, when CPU Utilization exceeds 80%, send a message to notify the operator

= System Monitors provide powerful capabilities to monitor what is happening on your
system

[ ...BUT finding out what caused the problem often requires other performance analysis tools]

27
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Monitor Setup - Overview —
4 N 4 N 4 N 4 N 4 N
Select Set
what you Y Set Define Manage
monitoring .
want to . thresholds actions event logs
) intervals
monitor
\ y, . J \. J . J . Wy, }

f

Optional

28
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Create a New System Monitor (Step 1) tg!_/_rlv

B ™ - System Monitors
onitors

System Monitors = | =~ B~ s | Ao -
Message Monitors |3='»—| No fiter applied l Create New Systerm Monitor... I
= Al Tasks Monitar Stat Evgdit Lbg
awe as Fawvorite ¢
System Monitor CPUutilDiskResponse Stog 1
B Sy - _O R_ Refresh
[ Create MNew System Monitor ] oL23 (1
System Nonitors @ Export >
TESTCPU - ra
E Mes=age Monito Print »
DiskMonitor Stog l‘gj A
CPUMoni Sto;Eﬁ Configure Options -

Create New System Monitor

Gurieral
—in  Specify
Monitor name
* Description
(optional)
[ —8ack M mext> M Finish W cancel

29



Select Metric(s) to Monitor (Step 2) tg!_/_rlv

Links to configure\thresholds and actions

Create New System Monitor

Metrics
Avwvailable Metrics: Metrics to monitor: \
; i Metrics | | Metrics

Communications Line Utilization (Average) = L4 | Disk Response Time (Read)

Communications Line Utilization (Maximum) A Ld| Disk Response Time (Write)

LAN Utilization (Average) 1 4| | Disk Arm Utilization (Average)

LAN Utilization (Maximum) .| | Disk Storage Utilization for System ASP (Average)
Disk Arm Utilization (Maximum) | Add > | .| | Machine Pool Faults Rate

Disk Storage Utilization (Average) | < Remove | hd| | CPU Utilization (Average)

Disk Storage Utilization (Maximum)
Disk Arm Utilization for System ASP (Average)
Disk Arm Utilization for System ASP (Maximum)

Disk Storage Utilization for System ASP
(Maximum)

Disk Arm Utilization for User ASP (Averaae) +:

Note: Onlv partial list of Available Metrics is shown here...

| < Back]| | Next > ]| Finish ]| Cancel]

30



Full List System Monitor Metrics

CPU Utilization (Average) .
CPU Utilization (Interactive Jobs)

CPU Utilization(Uncapped)

CPU Utilization(SQL) .
Interactive Response Time (Average and Maximum)
Transaction Rate (Interactive)

Batch Logical Database 1/0 o
Disk Response Time (Read)

Disk Response Time (Write)

Disk Arm Utilization (Average and Maximum)
Disk Arm Utilization for User/System/Independent ASP o
(Average and Maximum)

Disk Storage Utilization (Average and Maximum)

Disk Storage Utilization for User/System/Independent ASP o
(Average and Maximum)

Communications Line Utilization (Average and Maximum)

LAN Utilization (Maximum and Average) o
Machine Pool Faults

User Pool Faults (Maximum and Average)

Spool File Creation Rate

Shared Processor Pool Utilization (Virtual and Physiead
Temporary Storage Utilization

Red are new with 7.2
Navigator Monitors
=  Blue are new .

7N\
thirty

HTTP Server Metrics

HTTP Requests Received Rate

HTTP Requests Received (Maximum)
HTTP Responses Sent Rate

HTTP Responses Sent (Maximum)

HTTP Non-Cached Requests Processed
(Average and Maximum)

HTTP Error Responses Sent (Average and
Maximum)

HTTP Non-Cached Requests Processing
Time (Total and Highest Average)

HTTP Cached Requests Processing Time
ghest Average)

ith

31



Metric Descriptions "

Additional information on metrics available can be found here:

https://www.ibm.com/support/knowledgecenter/en/ssw ibm i 73/rzahx/rzahxmonconmetrics.htm

= Example: Descriptions of CPU Utilization metrics

Metric groups Metric description
CPU Utilization The percentage of available processing unit time that is consumed by jobs on your system. Choose from the

following types of CPU Utilization metrics for use in your monitors:

= CPU utilization (Average): Configurad CPU percent unscaled.
= CPU utilization (Interactive Jobs): Configured CPU percent that is consumed by interactive jobs.

* CPU Utilization (Uncapped): Uncapped CPU percent unscaled. The amount of unscaled system CPU
consumed relative to the maximum uncapped CPU the partition could consume based on the number of the

wirtual processors that are assigned to the partition and the capacity of the shared virtual pool.

- CPU Utilization (SQL): SOL CPU percent unscaled. The amount of unscaled system CPU consumed
performing work that is done on behalf of SQL operations relative to the configured CPU time (processor units)
available to the partition.

32
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7N

" \

thirt
Configure Metric(s) (Step 3) - Collection Interv =

= Recommend 60 seconds (or greater) A
« Less than this will generate very large monitor collections

A\

= The default collection interval on 7.3 is 60 seconds

= The default collection interval on 7.2 is 15 seconds

— 7.2 June 2016 SP changed the default to 60 seconds
— Manual steps to recover if you used 15 second intervals:

http://www.ibmsystemsmag.com/Blogs/i-Can/September-2016/IBM-i-Navigator-System-Monitors--Collection-Interv/

CPU Utilization (Average)
Collection Interval 60 E Seconds

33
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Configure Metric(s) — Thresholds (Step 4)

Threshold — Defines acceptable
variances for a specific metric being

monitored

« Optional, check to enable

« Up to two thresholds may be
enabled for each metric that the

monitor is collecting

— Examples: Warning and critical

levels, too
high and too low values

Thresholds provide capability for automatic actions to occur

Threshold1l

[¥] Enable Threshold

Trigger: .

Duration: Ili
Operating System Command: |
Reset: < Igi
Duration: lli
Operating System Command: |

Threshold2
[[1 Enable Threshold

77N\
thirty

N years
Wi

__ Prompt...

Trigge = ,07
Duration: ,17
Operating System Command: |

Reset: = ,._-,7
Duration: ,17

Intervals

Operating System Command: |

g Prompt..

34



Configure Metrics — Thresholds continued...

= An Action is an Operating System
Command

It defines what should occur when the
threshold is hit

Any command that can run in batch

CALL command exists - you can call a
program to take whatever action you wish

Command is run in a job under the user
profile that created the monitor

Mty
. years

Threshold1

[¥] Enable Threshold

Trigger: = - Percen t

Duration: i Intervals

Operating System Command: | Prompt | I

Reset: = |g Percen t

Duration: 1 Intervals
IOperating System Command: | Prompt | I

35
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nfigure Metric(s) — Thresholds continued... MY

An action can be specified to be taken

When Threshold1
. . [¥] Enable Threshold

— Atrigger value is reached s — )

— Areset value is reached Duration: 1 Intervals
Operating System Command: | Prompt... J

I:Eeset: < Ig— Percent _:l
Duration: ll— Intervals
Operating System Command: | Prompt...
Duration

Specify how long (in terms of collection intervals) the condition must occur before the action is
taken

An event is added to the Event Log whenever the trigger value or the reset value is reached.

36
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"~

Action: Send an email example

= |[f SMTP (Simple Mail Transfer Protocol) is enabled, an action can be specified to send an email
when a trigger value is reached:

Example set up to send email from IBM i:
* Make sure the SMTP server is started. To start use:
STRTCPSVR SERVER(*SMTP)
« Add the sending user profile name to the SMTP Local Mailbox Directory
ADDUSRSMTP
+  Use SNDSMPTEMM command to send the email

SNDSMTPEMM RCP(ibmuser@us.ibm.com) SUBJECT(‘Monitor &MON triggered.") NOTE('Monitor
&MON)has CPU Utilization under the low value of &TVAL for &TDUR interval(s). Current value is
&VAL.’

https://www.ibm.com/developerworks/community/wikis/home?lang=en#!/wiki/IBM%20i%20Technolog
v%20Updates/page/Send%20email%20as%20a%20monitor%20action

37
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Configure Metric — CPU Utilization example Iy

Configure Metric
CPU Utilization (Average)

Collection Interval

Threshold1
[¥] Enable Threshold

Trigger:

Duration:

Operating System Command:

Reset:

Duration:

Operating System Command:
Threshold2

[¥] Enable Threshold
Trigger:
Duration:

Operating System Command:

Operating System Command:

OK Cancel ]

Seconds

Percent

Intervals

[HLDIOBQ JOBQ(QGPL/Q

C
FC

Percent

Intervals

|[rLSI1O0BG 10BGQ(QGPL/QI

=< ™ |30

[0

Percent

Intervals

|SNDMSG MSG('Low CPU Prompt...

[sNDMSsG Mse('workloac |

FParcent

Intervals

Prompt..

Prompt...

Prompt...

J

v
v

Specify Collection Interval
Enable Threshold(s) and specify
parameters

This example
demonstrates:
Enabling of Thresholds (2)
Duration
Actions to take for Trigger and
Reset conditions

38



Command Prompt Example

Basic:

Configure Metric

Send Message (SNDMSG)

File 2] view 2] Help =]

Message text: |'Low CPU utilization - check to

make sure all workload is running’

To user profile:

*FSYSOPR =

| Advanced

—
(12’)
3=
a{r—
<

Send Massage (SNDI
File 2] view =] Help =]

Message text:
Character value

To user profile:
MName

[ ok ] [ cancel

Adwvanced Paramenters

To message queue:

Library:

Advanced =2 :

* Includes support for message

gueue, library, message type,

and CCSID

Message type:

Library:

Coded character set ID:

| Basic

Message queue to get reply:

'Low CPU utilization - check to
make sure all workload is running'

=SYSOPR -

Use entry from below -

FLIBL o
[Empty] -
FINFO ~
FWRKSTN -
Name
*LIBL ned
MName
*=310B o
1-65535

[ —

Character value

Name

Name

MName
[ Add |

| Remove
! Mowve up
| Mowve down

| ok | |_cancel Help

39



System Monitor Replacement Variables thirty

_ years

e —

= Replacement variables are available to customize your actions to the specific
metric and values

= Specify replacement variables on the IBM i command

>> Without replacement values:

SNDMSG MBGE " Warning: CPU utilization has exceeded
t hreshol d’) TOUSR(* SYSOPR)

From User Type Message
= Stacyb Information Warning: CPU utilization has exceeded threshold

>> Using replacement variables:
SNDVEG MSE ' War ni ng: &MON has exceeded threshold &TVAL for &TDUR
interval (s); the current value is &VAL.")

TOUSR( * SYSOPR)
From User Type Message
&2 Stacyb Information Warning: CPUMonitor has exceeded threshold 60 for 1 interval(s); the current value is 71.71

40



Documentation on Replacement Variables thirty

= Replacement variables are documented in the Navigator help

= From the Configure Metric panel, click the question mark

[

“| Configure Metric

CPU Utilization (Average)
Collection Interval 0 B Seconds

Parameters for operating system command

Threshold trigger and Threshold reset Parameter Passed Data
&DATE Date
Parameters for operating system command EENTROTHE Eriliyeri it Myesben riaae
&EINTVL Collection interwval
H . &MON Monitor name
" Drl” down &RDUR Reset duration
&RVATL Reset wvalue
&TDUR Trigger duration
&TIME Time
&TVAT, Trigger wvalue
&AL Current wvalue (See note 4}

41



- N\
System Monitor Summary thirty

Set Monitor General Information

General
Name: iSystemMonitor
Description: General Key metrics

Metrics
Name Triggerl | Resetl | Trigger2 | Reset2
LAN Utilization (Average) @ >= 40 <o | |
Disk Response Time -
oisc oo <5 | |
Disk Response Time o |
(Write) >=iL ‘< L ‘ ‘
Disk Arm Utilization for
Systern ASP (Average) ==l ‘< 29 ‘ =0 ‘ =39,
Disk Storage Utilization for _ | ‘ _ |
System ASP (Average) =l ‘< o >= 69 ‘ <0
Machine Pool Faults Rate >= 10 |< 10 | |
CPU Utilization (Average) >= 75 |< 60 | < 30 | >= 50

OK]

42



Threshold Triggered - Event Logs =

System Monitors

= | &8 B~ @ | Actions «
Visualize Monitor Data

= Show events for one monitor or all monitors = reseemes T

Event Log

£

iSystemMonitor 2 th

Start
kA CPUutilDiskResponse  Sto| Stop
. . rx = ) oL23 Sto New Based On
et 7
iISystemMal , . = =
¥ Visualize Monitor Data ] TESTCPU Stof Delete 1
= = = = Properties
- - V) q
CPUutilDisk Investigate Manitor Data » e ionitor S
&~ CPUMonitor Sto .
oL23 Ewvent LDg Create New System Monitor...
s EvEnt Log

'Event Logs

Owner: STACYB Metrics: LAN Utilization (Average),Disk Response Time (Read),Disk Response Time (Write),Disk Arm Utlization for System ASP (Average),Disk Storage Monitor: iSystemMonitor
Utilization for System ASP (Average),Machine Pool Faults Rate,CPU Utilization (Average)

@‘%V [ﬁlv @|Acti0n5v

= .| No filter applied x

Event Logged Metrics Monitor Owner

o Trigger without command 2017-01-25 10:38:28.703 Disk Response Time (Write) iSystemMonitor STACYB

@ Automatically reset 2017-0 Disk Response Time (Read) iSystemMonitor STACYB

o Trigger without command 2017-01-25 10:53:13.685 Time (Read) iSystemMoaonitor STACYB

& Automatically reset 2017-01-25 10:55:58.689  Disk Response Time (Read) 9 Trigger with no command run
o Trigger without command 2017-01-25 10:57:28.685 Disk Response Time (Read) iSystemMonitor .

@@ Trigger with command 2017-01-25 10:57:43.685 CPU Utilization (Average) iSystemMonitor ® Trlgger and a command was run
@ Automatically reset 2017-01-25 10:59:58.685 Disk Response Time (Read) iSystemMoaonitor

@ Automatically reset 2017-01-25 11:04:58.689 Disk Response Time (Read) iSystemMonitor @ Reset

o Trigger without command 2017-01-25 11:06:28.688 Disk Response Time (Read) iSystemMoaonitor

@ Automatically reset 2017-01-2511:11:13.685 Disk Response Time (Read) iSystemMonitor STACYB

o Trigger without command 2017-01-25 11:12:28.689 Disk Response Time (Read) iSystemMonitor STACYB
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System Monitors - Authority @y

= To create and start a monitor, you need to:

Authonzation Lists -

& & @~ @ | acins - - Have *ALLOBIJ special authority
| %= .. | No filter applied
Name Description _O R_
|§ QCQRPSAUTL Distribution Repository Auth-List .
k ]j_ QINAVMNTR IBM MNawvigator for i Monitors I - Be Included On the QINAVMNTR
E TWsADM IBM i Access Administrators . ° . ° °
¢ - authorization list with All authority

= To visualize metrics, you need to :
- Have *ALLOBIJ special authority

@ | %v R - @ | Actions = 'OR'

[355) No fiter apphied - Be included on the QPMCCDATA

ErTrres authorization list with All authority

9 QPMCCFCN
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Visualize Monitor Data

= Real-time visualization of monitor data
= Multiple metrics graphed together

= Automatic refresh

= Coordinated scrolling across graphs

= Adjust graph layout Eyereny Wormo

= | = B 0G|

Actions

| 2= .| Mo filter applied
Monitor Status Metrics
iSystemMonitor Started LAN Utilizzs

Visualize Monitor Data

tion (Avera:

CPUutilDiskResponse Stog

oL23 Stog
TESTCPU Stoy
DiskMaonitor Stoy
CPUMonitor Stoy

Investigate Monitor Data P
Event Log

Start

Stop

New Based On

Delete

onse Time (I
onse Time (I
ation (Avera
Utilization (A

ation (Awvera

Properties
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Visualize Monitor Data - Customization

| — Actions — = |

~ Context

iSystemMonitor - Monitor Data

Collection Name:
Library:-
Layout{columns)

Refresh

R020000002 Collection Date: 2017-01-20
QPFRDATA Coordinate Scrolling
4| Automatic Refresh 7|

Collection Type:

*CSFILE

Show Thresholds o

« LAN Utilization (Average)

Percent Busy

« Disk Response Time (Read)

« Disk Arm Utilization for System ASP

Date - Time

=

§ 27

& 11 - 110
2 °7

B s2

e e R S
] .

g o7

= o o o o o
S a® o ® a2d e 3
Nl NS e N At

w Disk Storage Ultilization for System ASP

{Average) (Average)
53 93
& a3 ETs) 5 751 =20
@ 35 ] 1z0 = 56
= ~ =
g 214 8 37
a o & 19 @
o T o — L
e o e o e D o 29 o0 20
B N o5 et T N S

Date - Time

« Disk Response Time (Write)

Milllseconds per Operati

13
5 8
0.8
0.5
0.3
0.0

ey

NN

e Coordinate scrolling

e Show thresholds - display trigger
and reset values

e Adjust layout — columns

* Enable Automatic Refresh

~ DSk Arm Ullzaton (Average)

&
wow
|

Percent Busy
w
b

=N
i
I

Ful
a8

o
e
At

Date - Time

+ Machine Pool Faults Rate

Faults per Second

:
) o a0
O S g

A
o

D
x”"‘m

o
x"‘"w‘

B,
%
Q

o0 20
N BT B

Date - Time

- CPU Utilization (Average)

LLLLLL L)

Sl 0
NS

Date - Time

A
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Visualize Monitor Data — Drill down options thirty

Actions available to get additional detailed charts for the metric selected:

—— Actions — = |

iSystemMonitor - Monitor Data

LAN Utilization (Average)

Disk Response Time (Read)

Disk Response Time (Write)

Disk Arm Utilization (Average)

Disk Arm Utilization for System ASP (Average)
Disk Storage Utilization for System ASP (Average)
Machine Pool Faults Rate

»

Collection Date: 2017-01-20
Coordinate Scrolling
Automatic Refresh 4

CPU Utilization (Average)

ercent Busy

53
48

37
32 —
27
21

»
»
»
»
»
»
»

Historical Summary-=CPU Utilization (Average) @

System Monitor-=CPU Utilization (Average) _HIStOI’ICEﬂ Summary Charts (Graph HIStory 73)

System Monitor-=CPU Utilization (Uncapped)
System Monitor-=CPU Utilization (SQL) . . .
System Monitor-~CPU Utilization (Interactive Jobs)} | Investigate Data charts showing System Monitor data
Collection Services-=CPU Utilization Overview
Collection Services-=CPU Utilization by Thread or Task
Collection Services—=Resource Utilization Overview

Investigate Data charts showing detailed Collection

CPU utilization - Top 50 Contributors.

x =A@

CPU Utilization (Percent
0™ > ~ s © 1 ®
QYMEARCPMA/QSYS /220225 - 0000016C
CUSTDTRPT/STACYR/220434 - 000001AA
A98000001B/STACYB/220452 - 00000050
A98000002B/STACYB/220535 - 000001AE
A98000001B/STACYB/220482 - 00000006 |
A9E000001B/STACYR/ 220506 -~ 0000001D
A98000002B/STACYB/220489 - 0000000F
A98000001B/STACYB/220516 - 00000037
A98000001B/STACYE/220470 - 00000009
A98000002R/STACYE/220465 - 00000003

Thread or Task

Wl CFU Utilization

47



Best Practices for System Monitors

v~ 1 minute (or longer) for intervals
v" Choose metrics important to your environment
v Clean up data regularly (R* collections)

- System monitor data retention setting

v Set thresholds (and be alerted) prior to negative effect

v" Keep current on HTTP Group PTF

- 7.2 SF99713
- 7.3 SF99722

https://www.ibm.com/developerworks/community/wikis/home?lang=en#!/wiki/IBM%20i%20Technology%20Updates/paqge/PTF%20Groups

NOTE: For PTFs related to monitors, you should end the QINAVMNSRYV job before applying:
CALL PGM(QSYSDIR/QINAVMNSRY) PARM(*STOP)

.

7N\
thirty

N years
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https://www.ibm.com/developerworks/community/wikis/home?lang=en

thirty

Tuning
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CPU Considerations N

= CPU Utilization Guidelines depend upon the number of processors defined to
the partition

= |IBM Lab Services uses the following guidelines:

- 70% 1-core
- 76% 2-cores
— 81% 4-cores
— 85% 8-cores
- 87% 12-cores
— 919% 24-cores
— 93% 32-cores

for high-priority for work, not considering lower-priority batch jobs
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CPU Considerations — CPU Queuing

= Use Collection Services data and PDI to leverage wait accounting clues on how jobs are being
affected because there is too much work for the processors and they have to wait = CPU

Queuing Wait time

Waits Overview
Perspective ®] Edit ] view 2] History (]

--- Select Action -—-w

7N\
thirty

Waits Overview

% @ X B

45,000
40,000
35,000 3

Z 30,000

=

g 25,000

“ 20,000 -

-

E 15,000 3
10,000 3

5,000 3

04
7:05 AM

I Dispatched CPU Time

I Disk Space Usage Contention Time
Il Machine Level Gate Serialization Time
I neligible wWaits Time

T
8:05 AM

CPU Queuing Time
Bl Disk Op-Start Contention Time

B seize Contention Time

Il ain Storage Pool Overcommitment Time

10:05 AM
Date - Tire

11:05 A‘

-~
I Disk age!-auﬁﬁme
I Disk writes Time
Database Record Lock Contention Time
Il Aonormal Contention Time

12:05 PM

1:05 PM

Bl Disk Non-fault Reads Time
B journal Time

B object Lock Contention Time
— Panition CPU Utilization

100

Quadlad uonezinn ndd
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Managing CPU

* Do they have business justification?

B cru
CPU utlization Overview
Interactive Capacity CPU Utilization
CPU Utilization by Job or Task
CPU utilization by Thread or Task

CPU Utilization by Generic Job or
Task

7N\
thirty
\ieﬁzrs

Know which jobs are consuming the most CPU

CPU Unilization by Job or Task

LY

CPU Utilization Percent
©

o

A97000001A/EDGE/ 061764
A97000002A/EDGE/ 061765
AOBOO0002E/EDGE/ 061767
A9B000001B/EDGE/ 061766
A97000001A/EDGE/ 061635
A97000001A/EDGE/ 061659
A97000001A/EDGE/ 061665
AS7000002A/EDGE/ 061666
A97000002A/EDGE/ 061648
A97000002A/EDGE/ 061654
A97000001A/EDGE/ 061623
AS7000002A/EDGE/ 061624
A97000001A/EDGE/ 061653
A97000001A/EDGE/061701
Ml CPU Utilization

Full Name

Timeline Overview for Jobs or Tasks - Top 10000

B Timeline

Timeline Overview for Jobs or
Tasks

Full Name

Il Dispatched CPU Time

1 off peak [HEEEAE

Date - Time (Feb 25, 2013
2/25/13
5:26:40 AM

05 AM ~ Feb 26, 2013 12:00:00 AM )
5/13 2/25/13
4:33:20 P 10:06:40 PM

wh
3

3
AM

w
2

IIIIII""" il
;
8
:

W
e

ACMEO00301/USRO000002/ 747225
ACMEDD0012/USROD00007 /747220
AMQRMPPA/ QMQM/ 731647
AMQZLAAD/ QMQOM/ 731648
ACMEG00309/USROD00011/747187
ACMEODO322/USROD00002/ 747227
ACMEDD0333/USRODO0024/ 747269
ACMEOD0399/ USRO000002/ 734578
ACMEOQ00035/USRO0D00002/ 734575
QTFTPOOS74/QTCP/ 747070
ACMEDO0022/QPGMR/ 743891
QPADEVO014/USROD00006/ 741455
ACMEOD0373/USRO000007/ 741593
QPADEVO008/USRO000026/ 747114

Ml cFU Queuing Time W Cther Waits Time
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thirty
" iIr
Managing CPU s

= Verify job priorities are in-line with business goals (high priority/low priority)

= Tune SQL i

X & @ =

= Database
I/0O Reads and Writes
SQL CPU utilization by Job or Task
Database Locks Overview

= Consider using Workload Groups to limit CPU used by jobs or jobs within
a subsystem >
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Manage CPU with Workload Groups th'fly

= Allows you to control the number of processor cores that can be
concurrently used by a workload

= Define workload groups
« Assign the number of processor cores to the workload group
« Associate a workload group with a job or a subsystem

= Example:

« Control the resources used by the QZDASOINIT database server jobs
that are in their own user-defined subsystem for ad-hoc queries

https://www.ibm.com/support/knowledgecenter/en/ssw_ibm_i_72/cl/addwlcgrp.htm
http://ibmsystemsmag.com/blogs/i-can/july-2016/workload-group-configuration-with-ibm-i-7-3
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https://www.ibm.com/support/knowledgecenter/en/ssw_ibm_i_72/cl/addwlcgrp.htm

Workload Group Monitoring thirty

Collection Services graphs to display workload group dispatch latency

aWorkload Group
L e Dispatch Latency Totals by Workload Group

Dispatch Latency by Workload Group

Dispatch Latency Totals by Thread for One Workload Group

Select Action

Dispatch Latency Totals by Thread for One Workload Group

1 Perspective (o] Edit (o] View (] History (8]

— Select Action — v
Export Dispatch Latency Totals by Thread for One Workload Group
Modify SQL
Size next upgrade
7
Change Context '// 5 o
Workload Group Delay Time (Milliseconds)
Show as table

Table Actions b

O O o
£ o ¢
18,000,000 /////// /// 77 CALCTEST/WLCPU/395854 - 00000001 T or SO e e e oo oo

SRR SEURESIAS Workload Group Delay Time: 116,062 Milliseconds
5,080,000 - / T CALCTEST/WLCPU/395287 - 00000001 oo anianin s o ] =
= | | CALCTEST/WLCPU/ 395881 - 00000001
£:089.900 CALCTEST/WLCPU/395761 - 00000001 Fraaannrr ey % e A e z,
4,000,000 - CALCTEST/WLCPU/395116 - 00000001 SO 5 ; S S
2,000,000 - CALCTEST/WLCPU/395786 - 00000001 [ & + . 5, S . s ' P}
o /2 CALCTEST/WLCPU/395630 - 00000001 -{ X = . — .. - % — 0 .

T CALCTEST/WLCPU/395211 - 00000001
‘sg\ CALCTEST/WLCPU/394703 - 00000002
<G CALCTEST/WLCPU/389719 - 00000001
d{oﬂ. .}&0 CALCTEST/WLCPU/395363 - 00000001 £
® CALCTEST/WLCPU/396075 - 00000001
Group Name CALCTEST/WLCPU/395296 - 00000001 -fo~
Dispatch Latency Time — Group Processor Utilization - Unscaled CALCTEST/WLCPU/396102 - 00000001
B workioad Group Delay Time
Description ‘ '

This chart shows an owverview of workload group dispatch latency. It shows the total delay time for each workload
group. This is the amount of time threads that were ready to run could not be dispatched due to the group's maximum
concurrent processor limit.

Dispatch Latency Time Geconds)

Thread or Task
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Memory Tuning thirty

N years

= Memory Faulting
— Faulting is normal and expected
- How much is too much?

The machine pool faulting rate should be less than 10/faults per second
. For the rest of the pools, it depends!!

- A*fast” I/0O subsystem will reduce the amount of time the page faults take
- Put disparate workloads into separate pools

- Java workloads, ad-hoc SQL, developers, known high faulting type workloads (replication
software, RTVDSKINF)....

= Consider using the Performance Adjustor to automatically tune your pool sizes and
activity levels (QPFRADJ =3 recommended)

. Rapidly changing workloads are not well suited for the Performance Adjustor
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7N\
Memory Tuning — Work with Shared Pools thirty

= “Tune the Tuner* ( WRKSHRPOOL / F11)

.

N\ years
‘\.____/

* You can tune the values to influence the behavior of the performance

adjuster

—  Focus on pool priority and setting the minimum and maximum values

—  Set according to business needs

Main storage size (M)

Tyvpe changes (if allowed),

press Enter.

Pool Priority Minimum Maximum
*MACHINE 1 3.07 100
*BASE 1 4,99 100
*INTERACT 1 10.00 100
*SPOOL 2 1.00 100
*SHRPOOL1 2 1.00 100
*SHRPOOLZ 2 1.00 100
*SHRPOOL3 2 1.00 100
*SHRPOOL4 2 1.00 100
* SHRPOOLS 2 1.00 100
*SHRPOOLG 2 1.00 100

32476.00

Minimum

Faults/Second
Thread Maximum
10.00

MRNMNMNDNRDE P
.

200
200
100
100
100
100
100
100
100

*Machine Pool is the only
pool that should have
Priority of 1. Evaluate
business priority of
other pools.
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Memory Tuning — Pool Properties via Navigator thirty

years

(

You can also do memory pool tuning through the GUI

General

Configuration

State transitions per minute

Performance

Tuning

Active -> Wait: 13,426.5

Wait -=> Ineligible: 0.0

Active -> Ineligible: 0.0
Database faults per second:
Database pages per second:
Non-database faults per second:

Mon-database pages per second:

0.2
0.6
17.7
0.6

iszllp13

Auts ically adjust memory pools and activity levels:

~ 1 At system restart

~  Periodically after restart

Tuning values

Priority (1-14): i 1 1-14

Size:

Minimum:  [4.99 | %

Maximum: |[100.00 %

Page faults per second:

Minimum: [12.00 1

Additional minimum per thread: |1,oo |

Maximum: [200.00 1

| Reset to Defaults
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Faulting Considerations

= You can have really high faulting rates but very fast disk drives
= ...or fairly low faulting rates and very slow response time on your drives

* Use Disk Page Fault Wait Time bucket information to assess
« Use Collection Services with the Performance Data Investigator
« Waits Overview at a System level to assess overall impact of disk page fault wait time
—  Can drill down to see wait time at an individual job level

— Assess impact

* General guideline: limit the amount of time spent waiting on disk faults to 25%
of the runtime of an average job on the system

thirty
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Disk Page Fault Wait time

Waits Overview
= Performance

B Investigate Data

/7 N\
thirty

60,000

Investigate Data Search
Health Indicators

50,000
E Collection Services
CPU Utilization and Waits Overview 40,000
CPU Utilization by Thread or Task
Resource Utilization Overview
Job Statistics Overviews
= wWaits
Waits Overview

Time Geconds)
w
]

-] [-]

e ©

(-] L-]

I L

N
2

o
12:15 AM 6:15 AM 8:15 AM

Date - Time

10:15 AM

2:15 AM 4:15 AM

Quatad uonezing ndd

L]
12:15 PM 2:15 PM

M Dispatched CPU Time M cPU Queuing Time

Disk Page Faults Time l

I Disk Non-fault Reads Time
Bl Disk Writes Time

Il Disk Sspace Usage Contention Time
B journal Time

Waits by Job or Task

Time Seconds)
o 2
o

o

o o

+2% 2
L

) o
G ] 29 3
L

ACMEO01062/USR0000063/ 758175
QDEBFSTCCOL/QSYS/ 730632
ACMEQ00391/USRO000002/ 735559
ACME001286/USR0000007/762753

£ ACMEO00534/USRO000005/ 747896
ACMEO00064/USRO000066/ 747894
QPADEV0O0S52/USRO000135/ 764301
ACME001829/USR0000007/ 768004
QSPLMAINT/QSYS/ 730613
ACMEO00007/USR0O000002/763079
QPADEV0014/USR0000170/ 755595

Full Nai

I . Disk ge Faults T mel

Bl Disk Writes Time
Database Record Lock Contention Time
M 4onormal Contention Time

Il Disk Non-fault Reads Time
M Journal Time
B object Lock Contention Time

M Dispatched CPU Time

M Disk Space Usage Contention Time
@ Machine Level Gate Serialization Time
M ineligibie Waits Time

Il CPU Queuing Time
Bl Disk Op-Start Contention Time

M seize Contention Time

Il tzin Storage Pool Overcommitment Time

Disk Op-Start Conmtention Time
Bl Machine Level Gate Serialization Time

Disk Page Faults Time is
very large component
system-wide.

< It is also a large
component of where
some jobs are spending
their time — waiting on
page faults...
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thirty

Expert Cache

= Expert cache dynamically adjusts the size and type of 1/0Os to maximize the
use of main storage and minimize the number of disk I1/Os

= Paging Option controls expert cache
« *CALC enables expert cache for that pool

*- Turn Expert Cache on for Shared Pools

- Pagi ng Opti on--

Paging option:

Defined Current

*FIXED  *FI XED

*FI XED  *FI XED o



[ ‘AMemory
® Memory Pool Sizes and Fault Rates
Mel I |O ry ® Memory Pool Activity Levels

® DB and Non-DB Page Faults

= Memory perspectives are now available

= Similar information from what you get on WRKSYSSTS....

System Pool Reserwved
Fool Si=e (M) Si=e (M) i Fault

Pages
490.59 247 .83 . . .0

T 5344 .71 5.07 . . o] .
2283 .44 .00 . . 12.3 20,
.25 .00

thirty
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Memory Charts

= In a graphical view!

= Leverage PDI with CS data to expand your tuning tools

-

=

Note the change in pool sizes.

ﬂMemom

N

]
- Memory Pool Sizes and Fault Ratesthlrty
T —

- Memory Pool Activity Levels \ieﬁrs

® DB and Non-DB Page Faults

QPFRAﬁJ IS on.

N
(4]

8,000

7,000

6,000

]]]]]]lﬂ:[[mmll

=

NN

-
(%))

1%}

=)

=

o
|

[
[=]

Pool Size (Megabytes)
Wk
(-]
(=]
(-]

Pu0IAs Iagd syne4

AN

2,000

(4]

1,000

—

b

N\N |

o o

NN

T
11:35 AM

Pool Size (001)

T
11:50 AM 12:05 PM

B rool size (002)

=

SN NN oy

T T
12:20 PM 12:35 PM
Date - Time

[ Pool Size (003)
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12:50 PM

T
1:05 PM

EF rool Size (004)

1:20 PM
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Memory - Drilldown

Page Faults by Job or Task

Memory Pool Sizes and Fault Rates (001-004) /.\
P — thirty
; T o—

j <3
Memory Metrics for One Pool ) \i‘f"s
Memory Pool Activity Levels

Waits by Pool

Disk Waits Overview

Memory Pools Health Indicators -

OPMRSYSCMD /QSYS/064090
QPMHDWRC/QSYS/064089
QYMEPFRCVT/QSYS/064086
CFSLTOO
Q1PPMSUB/QPM400/064156
QYMEARCPMA/QSYS/064085
QZRCSRVS/QUSER/064149
QPWFSERVSO/QUSER/ 064142
CAS/QTMHHTTP/064093
ADMIN/QTMHHTTP/ 064094
Q1PDR/QPM400/064091
Q1PPMCHK/QPM400/064102
Q1PPMCHK/QPM400/064117

Full Name

Faults Per Second

Q1PPMSUB/QPM400/064120
Faults Per Second

1O Pending Faults Per Second
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N
Disk thirty

= Disk Response Time can be a significant component that determines how long
a job will take to run

*— General Guidelines for Hard-Disk-Drives (HDD) response time:
* Good: Average response time less than 5 milliseconds
* Normal: Average response time between 5 and 10 milliseconds
* Requires analysis: anything over 10 milliseconds

B Disk m:f/fuu Time O :
B Disk Response Time E ; 6
Detailed % =900 =
Disk I/O Rates Overview £ 1,500 = %
Disk I/O Rates Overview With E . §
Cache Statistics £ 1,000 3
Disk I/O Average Response z, 500 * ;f
Time Owverview = = & 1
S o o
3 12:15 AM 2:15 AM 415 AM 6:15 Al\l; e "B::.S AM 10:15 AM 12:15 PM 2:15 PM
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http://www.ibmsystemsmag.com/Blogs/i-Can/Archive/i-can-measure-disk-response-times/

Disk

= Understand root case of I/O times:
- Type: B o G

B waits 150
Waits Overview
Seizes and Locks Waits Overview RS
Contention Waits Overview
Disk Waits Overview

-~
=]
=

o
12:15 AM 2:15 AM 6:15 AM
Date - Time
I Disk Page Fauits Time I Disk Non-fault Reads Time I Disk Space Usage Contention Time
Il Disk Op-Start Contention Time I Disk Writes Time I Disk Other Time

= Partition CPU Utilization

Physical Disk 1/0 by Job or Task - Basic

Physical Disk 1/Os Per Second

3
o O
o A8

o
o
5

El Physical Disk I/O
ACMEDD0601/USROD00D070/577542

B Basic Views ACMEOOD601/USRO000107/ 574904
ACMEO00601/USRO000142/577643

Physical Disk I/O Overview - ACMEO00601/USRO000077/576790
_ ACMEO00601/USRO000077 /575321
Basic £ ACME000601/USRO000090/577117

Z ACMEO0D0517/USRO000028/ 575745
ACMEO0D601/USRO000070/576346
ACME000601/USRO000108/ 573665
ACME000601/USRO000089 /576657
ACMEO00517/USRO000028/ 577773
ACMEODD601/USRO000040/576345
ACMEO00601/USRO000077 /5732964
ACMEO00601/USRO000082/575387
Il Frysical Disk /O Reads Per Second M Fryvsical Disk /O Writes Per Second

Physical Disk I/O by Job or
Task - Basic

2
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Disk

= Disk Percent Busy
“Soft” Guideline = 40%

77N\
thirty

N\ years
‘\.____/

A disk may be >40% busy and still be able to perform additional disk operations
Acceptable response times can be achieved at up to 70%

IBM Workload Estimator uses a conservative guideline of 25%

OLTP environments are much more sensitive to variations in disk response time
Batch-oriented workloads may be able to tolerate higher disk utilizations (than 25%)

— High disk utilization may trigger a need to inspect the disk response time

= Disk Storage
— ASP percentage on WRKSYSSTS (% system ASP used) should be less than 80% ....

If you have a lot of disk storage, you may be able to run higher than 80%
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Analyzing Performance
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Why would you bother...? t’/hiq[iy

Go Perform N
PERFORM IBM Per
Select one of the following:
1. Select type of status
2. Collect performance dat
3. Print performance re
5. Performance utilities
6. Configure and manage tool
7. Display performance data
8. System actiwvity
g . Performance grap hics Perspective [B] Edit Bl View B] History B]
1 0 ﬂ (i LY i SOr Collection Time System
B MName(s): CS5228229ND Start: Feb 28, 2008 12:00:02 AM Mame: RCHASTND
Library: COMMON End: Feb 29, 2008 12:00:00 AM Release: VER1IMO
¥0. Related commands Typer  Gollection Services ik Basel Gollecton
File lavel: 28
-—- Select Action —— ¥
CPU Utilization and Waits Overview
6aD.000 100

o N
9 @

04 & s zleal]

T il ELi T ool Bl | 20
104 T r = H
o digat EsHshiaRiegtias $fERE : Lo

T T T T T T T T
12:15 AM  2:15 AM 415 AM 615 AM 8:15 AM  10:15 AM 1215 PM 215 PM 415 PM 6:15 PM B:15 PM  10:15 PM
Date - Time

Dispatched CPU Time B3 cPuU Queuing Time Disk Time
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Basic Performance Analysis

= Become familiar with your Collection Services performance data to
understand your performance characteristics

« PDI/Collection Services charts on every IBM i 6.1 or later, nothing to
install!!!

Be proactive

= When a performance problem occurs you often need to use

performance analysis tools to identify the cause of the problem to
correct it

.

7N\
thirty

N\ years
‘\.____/

= Performance tasks in Navigator
* Manage performance collections
« Performance Data Investigator
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thirty

Analysis Reports

= Performance reports are useful for comparing your measurements
over time to compare to your baseline

« Historically, the Performance Tools LPP gave you the ability to
generate text-based reports

* You can create graphical reports in PDF format with PDI

2 Create reports to track your key performance metrics over

t“ I Ie N - Report prepared for my g
——————— - Create Perfformance Data Report...
New Based On...
Delete...

Properties...
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ation and Waits Overview

so /\
‘ CcHASTRD Start Feb 28, 2008 12:00:02 AM
i OMMON Release: Vi End: Feh 29, R 17-00:01 .
ollection Sarvices File Based Callsction
PDI Report PDF example tL_.,"rty
50,000 4
40,000 =]
K
= =
z 3
= H
20,0004 - . El
j |
i il
b i
10,000 i 1
Feb 28, 2013 10:03:43 AM
Date - Time
Dispatched cPU Time B cru oueuing Time Disk Time
Journaling Time 5] Operating System Comtertion Time [ Lack Comtertion Time

Performance data report definition: T g

Page Faults Overviews
conleation system Time
cHASTND Start: Feb 22, 2008
VER1MO End: Feh 29, 2008 12:00:00 AM

X Rel
Type: Collection Services File Eased Collection
6,000,000 10,000

Demo Report

Report title: —
Example Report based upon COMMON performance collection gazo00 4

2 E l6.000 &

E i 800’ £

= o T % ' ' ] | -4.000 é

Perspectives included in report: e =
CPU Utihzation and Waits Overview

1,000,000 -

Fage Faults Overview
Synchronous Disk /O Overview

Overview
Start: Feb 28, 2008 12:00:02 AM
End: Feb 20, 2008 12:00:00 AM

Tyne: C.
Taral Page Faf 14,000,000

12,000,000 4

Library/Collection used for report:
Common/Cs228229nd

10,000,000 o

£§,000,000 -

—
Occurrences

6,000,000 -

4,000,000 -

(spuodastjig) auwin) asuodsay abeiany

2,000,000 -

415 M

B15 AN
Date - Time
[ Toral Synchronous Disk /0 Reads [ Total Synchrencus Disk 176 Wiritss  —— Auerags Resd Response Time

— Average write Response Time 72




Advanced Performance Analysis

. Advbc"sllnced and detailed analysis is necessary to fully diagnose some performance
problems

= |IBM i has sophisticated data for this purpose
Job Watcher

Disk Watcher

Performance Explorer

= And two user interfaces:
Performance Data Investigator

iDoctor

thirty

N years
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thirty

Analyze Performance Data N

*Start with Collection Services data

* Whether investigating a reported problem, monitoring how your system is
running, or looking for improvement candidates, it can help

» Use it to understand resource usage and scope the problem:
— Whatis or is not being used

_Investigate Data - Performance Data Investigator

. - Perspectives Selection

— How did it change? . Name
- L—IM Collection Services

—_ - C

When did it happen? e S S
. . — Collection Services Chart and table views over a variety of performance

—_ What |S aﬁected? B _Jdpatabase statistics from Collection Services performance data.
= lTlJob Watcher Default Perspective
B pisk Watcher Resource Utilization Overview
= DPer‘F DDDDDDD Explorer
@ Oparch Model

B Ccustom Perspectives - DMMAY

Collection
Collection Library Collection Name
QPFRDATA ~ Most Recent -
Display | | Search | Save as Favorite | | Options J Close J

© 2015 International Business Machines Corporation
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7N\
Analyze Performance Data thirty

N\ years
‘\.____/

= Where to start
» Health Indicators perspectives - Are any resources constrained?

» Collection Services perspectives:

B Performance
B Investigate Data
Inv

1  CPU Utilization and Waits Overview
— Any periods of high CPU or wait time?
— Does any type of wait stand out? B Sl ollection Services
® Cpu Utilization and Waits Overview
¢ CPU utilization by Thread or Task ® Cpy utilization by Thread or Task
— See who is USing CPU time ® pesource Utilization Overview

e Resource Utilization Overview

— Time based comparison of disk busy, physical 1/O, faulting, CPU, logical DB 1/0O and
5250 transactions

— Does anything stand out here?
» Use drill downs and other perspectives based on what you found above and want to
investigate further

© 2015 International Business Machines Corporation 75



Analyze Performance Data (continued)

thirty

Using the Collection Services data you should know what you need to investigate
further

« excessive CPU consumption, locking issues, disk utilization, ...

* when it happened

« what resources were involved (jobs, disk units, ....)

Collection Services cannot tell you details like what programs, instructions were
running, objects, files, records, SQL statements being used, who is holding locks
and who is waiting...

You need to use tools like Job watcher, Disk Watcher and/or PEX for this in depth
information.

« Based on the Collection Services information you can focus these tools to collect only the data you
need.

* Generally, Job Watcher is used when you cannot identify the root cause with Collection Services
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Understand Performance Trends
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Monitor Historical Performance Trends

Historical performance data allows you to

= |dentify Trends

= Plan for the future

You have two options for historical performance data

= Graph History (7.3 Navigator for i, Management Central)

= PM for Power Systems

thirty

ears
e I3
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Graph History

= Graph History allows you to view performance data over.....

« Days, weeks, or months

77N\
thirty

N years

"~

= Graph History with System i Navigator (7.1 and 7.2)

« If PM for Power Systems is not active, you can keep up to 7 days of detail data and O

months of summary data.

« If PM for Power Systems is active, then you can keep up to 30 days of detail data and

99 years of summary data.

= Graph History is now available in Navigator for i with 7.3!

« If PM for Power Systems is not active, you can keep up to
7 days of detail data and 1 month of summary data.

- If PM for Power Systems is active, then you can keep up to
60 days of detail data and 50 years of summary data.

B Performance
Investigate Data
Manage Collections
Configure Collection Services
= Graph History
@ All Tasks
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7.3

thirty

Historical Data

= There are two types of historical data:

° Summary
— System level or summarized metrics
Useful in identifying trends or detecting changes in a system over a long period
of time

e Detall

— Data from which the summarized metrics are derived and other relevant

supplementary data.
This data is used when looking deeper into a problem identified while looking at

summary historical data.
Only the top contributors for each metric will be stored as historical detail data.
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7.3

Enabling Historical Data S

Investigate Data
B®E Manage Collections
Configure Collection Services

= Historical data is OFF by default = Srepbitiisony

= Enable historical data in Collection Services Properties
 Historical data is created at collection cycle time

Configure Collection Services

General

Data to Collect

Data Retention

Historical Data

System Monitor Categories

Library: |QPFRDATA
| Default collection interval: 15 ¢ seconds @ [ 5 B minutes
| Cycling

Cycle every day at: |12:00 AM Example: 12:30 PM
Cycle every: 24 B hours

S
Enable system monitoring )

Create historical data when collection is cycled

Create database files during collection

Create performance summary data when collection is cycled
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Historical Data Retention

7.3

7N\
thirty
\ieﬁzrs

= Retention period for summary and detail data depends on PM Agent

status

» Radio buttons will show whether PM Agent status is *ACTIVE or *INACTIVE

« Select PM Agent On or Off to Start or Stop

Configure Collection Services

General Collection object

Save data for: |30 days Make permanent
Data to Collect e Y E P
Data Retention Standard data
Save data for: =) |1o days Make permanent
System Monitor Categories
i | System monitor data
Historical Data o~
Save data for: gy [2 days Make permanent

Historical data

Save summary data |10 year(s)

for: for:

\ View disclaimer J

PM Agent on © PM Agent off

Save summary data

Save detail data for: |5o days (1-60) Save detail data for:

~

1 month

|7 days

(1-7) )
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7.3

AN
thirty

Collection Services - Historical Data Properties

= Interval
Summary and detail historical data will be saved at this interval.
The default is 60 minutes

= Create historical detail data

The default is to create historical detail data when summarv historical

Historical Data
Historical summary data
Library: QPFRHIST

Data Retention | ( Interval: 30 Minutes )
System Monitor Categories

General

Data to Collect

Historical detail data
Historical Data Create historical detail data

Filter: ALL Save this many top contributors of each detailed metric

l
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7.3

Completing Historical Data Configuration

thirty

= After you enable historical data, you must cycle Collection Services to
create the historical data

= Historical data will be created for all the existing management collection
objects in the configured library
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Viewing Historical Data - 7.3

B Performance
Investigate Data
] Manage Collections
Configure Collection Services

B Graph History

( Summary )

Detail

85



CPU Utilization for the past month

7.3

6:00 13:00 20:00 3:00 10:00 17:00 0:00 7

11:00 18:00 1:00 8:00 15:00 22:00 5:00 12:00 19:00 ::ou B:N

E\xﬁd

|—c cPu

From: 4/4/2016 0:00; To: 5/4/2016 15:00
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Temporary Storage for the past month

i
g o
%

6:00 13:00 20:00 3:00 10:00 17:00 0:00 7:00 14:00 21:00 “4:00 11:00 18:00 1:00 8:00 15:00 22:00 5:00 12:00 19:00 2:00 9:00 16:00
4

4/5/2016 11/20164/1

14/20164/15/20164/16/20164/18/20164/19/20164/20/20164/22/20164/23/20164/24/20164/25/20164/27/20164/28/20164/29/2016 5/1/2016 5/2/2016 5/3/2016

From: 4/4/2016 0:00: To: 5/4/2016 13:00
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Context

= Context is initially collapsed
= Expand it to select the metric and timeframe you wish to view

» Context

Metric: CPU Utilization (Average)

Collection Type: *HSTFILE From Date: 4/4/2016
Library: QPFRHIST Time: 00:00
Report Dates: 1 month To Date: 5/4/2016
Graph Interval: 1 hour Time: 13:46

| Refresh |



Metrics

w Context

Metric:
Collection Type:
Library:

Report Dates:
Graph Interval:
[ Refresn |

CPU Utilization (Average)|

Batch Logical Database I/O Rate
CPU Utilization (Average)

CPU Utilization (Interactive Jobs)
CPU Utilization (SQL)

CPU Utilization (Uncapped)
Communication Line Utilization (Avg)
Communication Line Utilization (Max)

CPU Utilization (AV% Disk Arm Utilization (Average)

90 s
S0 —

g

B so0]

8

1

=4

=2

S

-1 40 -

s

&

5

S
30
20
10 ]
]

6:00
415/,

Disk Arm Utilization (Maximum)
Disk Arm Uti ion for Ir ASP(s) (Average)
Disk Arm Utilization for Independent ASP(s) (Maximum)

Disk Arm Utilization for System ASP (Average)

Disk Arm Utilization for System ASP (Maximum)

Disk Arm Utilization for User ASP(s) (Average)

Disk Arm Utilization for User ASP(s) (Maximum)

Disk Response Time - Read

Disk Response Time - Write

Disk Storage Utilization (Average)

Disk Storage Utilization (Maximum)

Disk Storage Utilization for Independent ASP(s) (Average)

Disk Storage Uti 1 for Ind dent ASP(s) (Maximum)

Disk Storage Utilization for System ASP (Average)
Disk Storage Utilization for System ASP (Maximum})
Disk Storage Utilization for User ASP(s) (Average)
Disk Storage Utilization for User ASP(s) (Maximum)
Interactive Response Time (Average)

Interactive Response Time (Maximum)

Interactive Transaction Rate

LAN Utilization (Average)

LAN Utilization (Maximum)

Machine Pool Faults Rate

Shared Processor Pool Utilization (Physical)

Shared Processor Pool Utilization (Virtual)

Spool File Creation Rate

Temporary Storage Utilization

User Pool Faults Rate (Average)

User Pool Faults Rate (Maximum)
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Zoom In for Detalls

7.3

| Configured CPU unscaled (percent): 80.62
i Processor speed (percent): 100.29
80 | Data Point Type: Collected
Collected Timestamp: 2016-04-14 14:30:00

— 704 R R R R R R R,
=
g
g 60
B E
8  so0
=
5
2 40
oS
g
= 30
=
3
8 1

10

o

3:00 am 6:30 am 10:00 am 1:30 pm 5:00 pm 8:30 pm 12:00 am 3:30 am 7:00 am 10:30 am 2:00 pm 5:30 pm 9:00 pm 12:30 am 4:00 am 7:30 am 11:00 am 2:30 pm 6:00 pm
4/13/2016 4/14/2016 4/15/2016 4/15/2016

| Reset |

——Configured CPU unscaled (percent)

From: 4/13/2016 12:00 am; To: 4/15/2016 6:30 pm
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Hover Over Data Points for more Information

CPU Utilization Overview

2,000,000 -
1,900,000
1,800,000
1,700,000
1,600,000 -
1,500,000 -
1,400,000 A

1,300,000 A

=1
§100,000 *
>

-

S0 =

Partition CPU Utilization:

CPU time used (ms):

Collected Timestamp:

Scaled CPU time used (ms):

CPU Rate (Scaled CPU : Nominal CPU):
Data Point Type:

From:

To:

79.20

1425733.50
2016-04-14 14:00:00
1429894

1.00

Aggregated
2016-04-14 14:00:00
2016-04-14 15:00:00
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Historical Data

Welcome > | Dashboard ¢ Detail

- Actions---— = |

» Context

- Detai

{2 cpu utilization Overview

CPU Utilization Overview

90 ~
2,000,000 —
1,900,000 1,900,000
1,800,000 1,800,000
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2
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4/14/20164/14/20164/14/20164/14/20164/15/20164/15/20164/15/20164/15/20164/16/20164/16/20164/16/20164/16/20164/17/2016

| Reset |
L4 =——Partition CPU Utilization

From: 4/14/2016 5:00; To: 4/17/2016 9:00

1~}

CPU time used (ms)

(sw) pasn awn )

B8 Performance
@8 Investigate Data
@ Manage Colectioms
CUON Services

Configure Co
6 Graph History

ey ary

Oeea

Top Contributors (04/15/2016 13:00:00 - 04/15/2016

<D @

14:00:00)

QSLPSVR/QSYS/005871 13:30
QTSMTPSRVD/QTCP/005872 13:30
QSLPSVR/QSYS/005871 13:00
QZRCSRVS/QUSER/041019 13:30
QZDASOINIT/QUSER/040956 13:30
QYPSISVR/QYPSISVR/005822 13:30
QZRCSRVS/QUSER/041019 13:00

Unscaled CPU time charged (ms)
100

QZDASOINIT/QUSER/040956 13:00 |

QTMSSMTPD/QTCP/005880 13:30
QUMEPRVAGT/QSECOFR/042130 13:00
QTMSSMTPD/QTCP/005880 13:00
QTSMTPCLTD/QTCP/005881 13:30
QTSMTPCLTD/QTCP/00S881 13:00

QUMEPRVAGT/QSECOFR/042131 13:00 1

QUMEPRVAGT/QSECOFR/042129 13:00
QUMEPRVAGT/QSECOFR/042127 13:00
QUMEPRVAGT/QSECOFR/042128 13:00
ADMIN/QTMHHTTP/040972 13:30

Properties (04/15/2016 13:30:00)

Field

Job name

Job user

Job number

Collected Timestamp

Current user

Job type

Job subtype

System task identifier

Subsystem name

Job flag

Server type

Tnh nrinrit

Value
QSLPSVR

QsYSs

005871

2016-04-15 13:30:00.000000
QsYS

B

0000000000000870
QSYSWRK

0000
QIBM_SLP_SERVER

nin



Historical Data — New Stacked Chart Suppor

IBM® Navigator for i Welcome | _ Target system: ___ __.__ J Help Logout .“ I E
Welcome % | Summary X
~ Actions—-— ¥ | P User Pool Faults Rate (Average) @
v Context Top G (2/24/18 1:00 AM) (S0 10) -y
- i
Metric(s): User Pool Faults Rate (Average) - Page fauts F o ‘r
Collection Type:  *HSTFILE From Date: 22012018 v ] 10,000
5 PFRAIST Time: 2:00 AM |~ i
it e e 12004 ‘QEZDIWKMTH/SBSMITH/ 189219 01:00
Report Dates: Custom M To Date: 2/27/2018 b
Graph Interval; 1 hour - Time: 12:004M | - QDBSAVO7/QSYS/ 166171 0::00
| Refresn | CRIPFROTAIQSYS/189227 01:00
QSQSRVR/QUSER/189074 01:00
- AOMIN2IQUNISVR/184591 01:00
User Pool Faults Rate {Average) - Stacked by day ail A fdt mm O
o QUMECIMOM/QSECOFR/165336 01:00
30—
Z“ QDESRVOS/QSYS/166170 01:00
18 QDESRVO/QSYS/166173 01:00
7 Average user pool fault rate (per second): 15
b User pool count: 3 QDESRVOS/QSYS/ 165172 01:00
15 Maximum user pool fault rate (per second): 46 = _
Coiecad T AOMINS/QUNISVR/1B4593 01:00 -

14 Data Point Type:
Chart Date-Time:

2/24/2018, 1:00:00 AM ol QSQSRVR/QUSER/189238 D1:00

QYPSISVR/QYPSISVR/166351 01:00

QSQSRVR/QUSER/ 189239 01:00

Average user pool fault rato (per second)

From: 0:00; To: 23:00

: Properties (2/24/18 1:00 AM)

6 Field Value

S Joo name QEZDKWKMTH I

; 3o user SBSMITH

2 F Job number 189219

! Collected Timestamp 2/24/18 1:00 AM

g 11:00 1m-/‘\1;m 17:00 -{on\- 00 2300 Current user SBSMITH

. N Job type ]
\E\ e 1 J0b subtype
System task icentifier 00000000003CFDOC

a— B— ) g— 72— E— 2— 2 Subsystem name QSYSWRK
02/20/2018  02/2./2018 02/24/2018  02/25/2018  02/26/2018  02/27/2018 Job fiag 06

http://ibmsystemsmag.com/blogs/i-can/may-2017/graph-history-%E2%80%93-stacked-charts/



PM for Power Systems Lty

* Performance Management for Power Systems is an IBM
offering that provides a historical view of performance

https://www.ibm.com/support/knowledgecenter/en/ssw ibm i 72/rzahx/rzahxplangrowlpml.htm

« Send your performance data to IBM

« IBM will store up to two years of performance data

— You can use the supplied graphs to view the trends of key performance
metrics

« Performance data sent to IBM can later be used to size your next
upgrade Reportsempie

i
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https://www.ibm.com/support/knowledgecenter/en/ssw_ibm_i_72/rzahx/rzahxplangrow1pm1.htm
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thirty
\_ years

Plan for the Future
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Strategy

1. Understand where your (potential) bottlenecks are today

2. Capacity Planning

thirty

\.,_ years
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Why know your what your workload is waiting on? thl:r_’gy

= Helps you know where to focus your infrastructure and investment
« Hardware, software, etc.

= Understand how or if additional or improved resources will help
* Invest only in resources that will benefit your environment
* May differ by workload

97
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What is your workload waiting on today? -

= Hardware (may indicate unbalanced system)

* Processor bound
* |/O bound
*  Memory bound

= Software
* Application
¢ Operating system

= Something else
*  Network

98



Processor Bound System

)
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B:15 AM
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Il Dispatched CPU Time
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Date — Time
I CFU Queuing Time
peraing systerm contention Time

B neligible waits Time

= Partition CPU Utilization

+
CPU Queuing
100
50 o
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B Disk Time
B Lock Contention Time

|
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/O Bound System thirty

————
years

CPU Utilization and Waits Overview
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© 6 58 &6 6 & & ©
Quadriad) uonezingn ndd

o
12:05 AM 12:35 AM 1:05 AM 1:35 AM 2:05 AM 2:35 AM 3:05 AM 3:35 AM 4:05 AM 4:35 AM
Date - Time

B Dispatched CPU Time I crFuU Queuing Time I Disk Time |
B Journaling Time I operating System Contentian Time B Lock Cantention Time
B ineligible waits Time — Partition CPU Utilization
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Lock Contention Time Bottleneck hirty

CPU Utilization and Waits Overview

120
-100 _
=
5,000
2 -80 S
S 4,000 5
A e £
« 3,000 =
= [40 2
2,000 =
2
1,000 20
0 0
3:50PM  4:20PM 450 PM 5:20 PM 5:50 PM 6:20 PM  6:50 PM 7:20 PM 7:50 PM  8:20 PM
Date - Time
I Dispatched CPU Time I crU Queuing Time Disk Time
B Journaling Time P Operating System Contention Time B Lock Contention Time I
B neligible Waits Time —— Partition CPU Utilization
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Wait Accounting at a Job Level thirty
\ieﬁzrs

I Dispatched CPU Time I CFPU Queuing Time I Disk Page Faults Time

B Disk Non-fault Reads Time B Disk Space Usage Contention Time Bl Dizk Op-Start Contention Time

I Disk Writes Time B journal Time Bl Machine Level Gate Serialization Time
B seize Contention Time Database Record Lock Contention Time B Object Lock Contention Time

Bl socket Receives Time I ain Storage Pool Overcommitment Time [Jll Abnormal Contention Time

= Would this job benefit from additional memory?

Time Geconds)
] (3 O
o° oSt &®° o =S
L e N 5" T T

PRICER/ISMITH/01062s NN |

=  Would this job benefit from additional memory? CPU? Disk?

Time Geconds)

o O 0 S S S S
QZDASOINIT/QUSER/128962 - ooooooooooooooos-l -|
= Would this job benefit from an improved 1/O subsystem?
Time Seconds)
o o S 0% o o o

BS 1 - o g §
1 L L L 1

1
CUSTMRPTO2/EDGE/128871 - 00000000000000D2 I
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Capacity Planning Strategy thg_r_’gy

= Review current performance

= Select representative data
* |s the data variable due to business cycle or seasonal economic conditions?
« ldentify seasonal processing peaks

— Are there peaks within peaks?
* Eliminate exceptional and unusual conditions

= Estimation
» Gather realistic projections of the business factors that affect performance
* Focus on how the business factors will cause changes in the workload
* Account for pent up demand
* Using a sizing tool such as the Workload Estimator ->

103



| | thirty
Capacity Planning - WLE N

N\ years

o

IBM Systems Workload Estimator (WLE) is the IBM tool for capacity planning
e Submit input from the PM for Power Systems data

Select workload to size from the Performance Data Investigator
e Manual input

= Use WLE to:
Vv Size anew system
Vv Size an upgrade

V' Size a consolidation of several systems

WLE provides current and growth recommendations for
* Processor

e Memory
* Disk
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A final thought on Best Practices.... thirty

N years

= —

It's always good practice to keep current on the latest fixes from IBM

—  PTFs address defects
—  PTFs introduce new capabilities

Keep
current on

v"IBM i Technology Refresh Updates

v' IBMi Group PTFs
*Database
*Performance tools
«Java
*HTTP Server

HTTP Server Group PTF for latest Navigator for i functionality

v Individual PTFs for performance data collectors
* Collection Services, Job Watcher, Disk Watcher, Performance Explorer
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Performance Management Life-cycle

Set Performance
Objectives
Create a Baseline Plan for the Future

Collect
Performance Data

Monitor Real-time Analyze
Performance Performance
Tune System

Understand Trends
over Time
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IBM | Performance FAQ a MUST read! thiﬁy

. years

October 2017 update (watch for a Spring 2018 soon!):

IBM 1 on Power - Performance FAQ

October 9, 2017

https://www-01.ibm.com/common/ssi/cgi-bin/ssialias?htmIfid=POWO03102USEN

IBM Power Systems Performance

108


http://www-01.ibm.com/common/ssi/cgi-bin/ssialias?subtype=WH&infotype=SA&appname=STGE_PO_PO_USEN&htmlfid=POW03102USEN&attachment=POW03102USEN.PDF

IBM i Web Sites with Performance Information

IBM Knowledge Center:
e 7.2 Performance
« 7.3 Performance

IBM i Performance Management:
i Performance Management

developerWorks:
— IBMi Performance Tools: developerWorks Performance Tools
— IBMi Performance Data Investigator: developerWorks PDI

IBM iDoctor for IBM i: iDoctor

IBM i Wait Accounting information:

—  Job Waits Whitepaper

—  KnowledgeCenter: The basics of Wait Accounting
— developerWorks: IBM i Wait Accounting
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http://www.ibm.com/support/knowledgecenter/ssw_ibm_i_72/rzahx/rzahx1.htm
http://www.ibm.com/support/knowledgecenter/ssw_ibm_i_73/rzahx/rzahx1.htm
http://www-03.ibm.com/systems/power/software/i/management/
https://www.ibm.com/developerworks/community/wikis/home?lang=en
http://www.ibm.com/developerworks/ibmi/library/i-pdi/index.html
http://www-912.ibm.com/i_dir/idoctor.nsf
http://public.dhe.ibm.com/services/us/igsc/idoctor/Job_Waits_White_Paper.pdf
http://www.ibm.com/support/knowledgecenter/en/ssw_ibm_i_73/rzahx/rzahxbasicwaitaccounting.htm
http://www.ibm.com/developerworks/ibmi/library/i-ibmi-wait-accounting/
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A Redbooks publication! Ny 4
End to End

Performance
Management on IBM i

—
Understand the cycle of Performance
Management

e
it
Iy

i

——
Maximize performance using the
new graphical interface on V6.1

—
Learn tips and best practices

http://www.redbooks.ibm.com/redbooks/pdf s/sg247808.pdf R
edbook

ibm.com/redbooks
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IBM i 7.2 Technology Refresh Updates Nz

Covers the 7.2 content through
Technology Refresh 1

Section 2.8 — Performance

Section 8.6.7 — Job level SQL stats in
Collection Services

——
Easy to use web-based system

Integrated Data-Centric

IBM i 7.2 Technical Overview with
Technology Refresh Updates

Covers new functions and enhancements
through IBM i 7.2 TR1

management

approach
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The IBM i Performance and Optimization team specializes in resolving a wide variety of performance problems. Our team of
experts can help you tune your partition and applications, including:

* Reducing batch processing times

* Resolving SQL query and native |0 performance problems

* Tuning RPG, COBOL, C, and Java (including WebSphere Application Server) programs

* Removing bottlenecks, resolving intermittent issues

e Resolving memory leaks, temporary storage growth problems, etc.

e Tuning memory pools, disk subsystems, system values, and LPAR settings for best performance
e  Optimizing Solid State Drive (SSD) performance

* Tuning client interfaces such as ODBC, JDBC, .Net and more

Skills transfer and training for performance tools and analysis also available!

Contact Eric Barsness at ericbar@us.ibm.com for more details.

www.ibm.com/systems/services/labservices
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IBM i Performance Analysis Workshop

Learn the science and art of performance analysis, methodology and problem solving

Managing and analyzing the data can be quite complex. During this workshop, the IBM Systems Lab Services IBM i team will share useful techniques for analyzing performance data on key
IBM i resources, and will cover strategies for solving performance problems. It will aid in building a future foundation of performance methodology you can apply in your environment.

Overview:
+ Topics covered include:
—  Key performance analysis concepts
—  Performance tools
—  Performance data collectors (Collection Services, Job Watcher,
Disk Watcher, and Performance Explorer)
—  Waitaccounting
» Core methodology and analysis of:
—  Locks
- Memory
—  1/O subsystem
- CPU o
» Concept reinforcement through case studies and lab exercises [ Dispatehe CPU Time
+ Discussions on theory, problem solving, prevention and best practices g b Ao =
Workshop details:
- Intermediate IBM i skill level

* 3-4 day workshop, public or private (on-site)
— For general public workshop availability and enrollment:
IBM i Performance Analysis Workshop
— For public workshop availability and enrollment in France, please contact Philippe Bourgeois at
pbourgeois@fr.ibm.com or Frangoise Laurens at f_laurens@fr.ibom.com
» For additional information, including private workshops, please contact Eric Barsness
at erichar@us.ibm.com or Stacy Benfield at stacylb@us.ibm.com, members of Systems Lab Services

IBM Systems Lab Services Power Systems Delivery Practice - ibm.com/systems/services/labservices - ibmsls@us.ibm.com 113
© 2018 IBM Corporation
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And finally




Thank you

Don't forget to fill-in the
feedback form!
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www.ibm.com/power/i
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