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Why PDI? =

- -
» |IBM i does a fantastic job of collecting a lot of useful performance metrics. /(
— Alot.
—ALOT...
CPU /O
Jobs Memory Storage
Java Database
Workload SQL
5250 Groups Walits

. Communications
Transactions
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Why PDI? N

= Now, you could write your own SQL over the database files produced to
get the data you need.....

= Or.....you could let PDI do the hard work for you.....

e N
QSY.INTNUM,

QSY.CSDTETIM AS CSDTETIM,

MAX{PCTSYSCPU) AS PCTSYSCPU,

SUM(TIMEO1) * .000001 AS WBSECO1,

SUM(TIMEOZ) * .000001 AS WBSECO2,

SUM(TIMEOS + TIMEOG + TIMEQO7 + TIMEOS + TIMEDS + TIME10) = .000001 AS WBOS0607080910,
SUM({TIME11) = .000001 AS WBSEC11,

SUM(TIME14 + TIME15 + TIME19 + TIME32) * .000001 AS WB14151932,

SUM(TIME1s + TIME17) * .000001 AS WE1617,

SUM(TIME18) * .000001 AS WBSEC18,

100 AS PCT100,

DTETIM AS DTETIM,

DTECEN AS DTECEN

FROM
LS
SELECT
DTECEN || DTETIM AS CSDTETIM,
L DOUBLE(IJWTMO1) AS TIMEO1, y




Why PDI?

= You could pour through

areas.......

= Or.....you could let PDI give you clues.......

System Resources Health Indicators (7.2+)
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Why PDI? hirt

* You could busy yourself figuring out complex data, putting it in
spreadsheets, creating your own charts, producing reports, etc...(not to
mention keeping up with new metrics!)

e
b

-
)

= Or, you could simplify.....and let PDI do all the hard work......
hemss - —F ‘)
;::::L i 4‘?9
= = = £
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Why PDI? s

» You could simply choose to ignore performance data.....
A Y
TN
=

= Or, you could become a superstar and use PDI to proactively monitor
your system to ward off potential issues before they impact ¢
productivity...... '

\\




Why PDI?
» |ntegrated.

= Easy to use.

= Simplifies analysis.

| PDI, do you????



Let’s get started using PDI




PDI is found in IBM Navigator for |

« IBM Navigator for i is the strategic console for managing IBM i

— Has much of the function as System i Navigator + more
= But with a browser user interface

— Integrated
= Part of Base Operating System (SS1 Option 3)

— Simply point your browser to http://systemname:2001

IBM. Navigator for i

7N\
thirty
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http://systemname:2001/

IBM Navigator for i — Browser support thirty

Latest versions of:

Mozilla Firefox e‘
Google Chrome G

Apple Safari

Microsoft Edge e

Note: Internet Explorer no longer supported

For additional browser information, refer to:

https://www.ibm.com/developerworks/community/wikis/home?lang=en#!/wiki/IBM%20i%20Technolog
v%20Updates/page/Browser%20tips

11


https://www.ibm.com/developerworks/community/wikis/home?lang=en
https://www.ibm.com/developerworks/community/wikis/home?lang=en

Browser Support tips
thirt
(1 of 2) 4

Unexpected results could be browser related. Example problems are....
— Hung charts
— Empty tables

= Clear your browser cache after installing the PTFs
* Then close/restart browser

= Review your browser security settings to allow pop-up exceptions

* For details see the following web page:
https://www.ibm.com/developerworks/mydeveloperworks/wikis/home?lang=en#/wiki/
IBM%20i%20Technology%20Updates/page/Browser%20Tips

= In7.2, awarning will appear if using unsupported browser:



https://www.ibm.com/developerworks/mydeveloperworks/wikis/home?lang=en
https://www.ibm.com/developerworks/mydeveloperworks/wikis/home?lang=en

Browser Support tips
thirty
(2 Of 2) "\H___iegrs
» Close unneeded tabs in Navigator session
— Tasks in tabs consume resources and may cause performance
degradation if too many are open

=

* Do not use PF-5 to Refresh a panel, instead use Refresh button
found on Navigator panels

13



Pre-requisites for Navigator

Everything is included on the V6R1 and later IBM i operating

system!

v" Product install

requirements:

(1 of 2)

IBMi7.3 IBMi7.2 IBMi7.1 IBMi 6.1
HTTP Server S77T0DGH S770DGH S7T70DGH S761DGA
- JDK 5770V 5770J4v1 57704v132 bit 5761JV1 option 8

Java ** Note new
requirement for

64-bit JDK (spring
20186)

S7T0Jv1 option
15 (Java SE 7 64-bit)

- mot Java SE 8 at this time

5761JV1 option 12 (Java SE & 64-bit) or

5761V option 15 (Java SE 7 64-bit)

-JSE
- 1BM Tooclbox for Java 5770351 option 3 5770351 option 3 5761J4C1
Performance Tools

STTOPT1 5770PTH S770PT1 S761PT1

group

Database

Host Servers

5770551 option 12

5770551 option 12

5770551 option 12

5761551 option 12

Qshell

5770551 option 30

5770551 option 30

5770551 option 30

5761551 option 30

PASE (Portable App
Solutions Env)

5760551 option 23

5760551 option 33

5770531 option 33

5761551 option 33

Domain Mame System

5770551 option 31

5770551 option 31

5770551 aption 31

Digital Certificate Manager

5770551 option 34

S7T70S51 option 34

5770551 option 34

th

=y

irty

years
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https://www.ibm.com/developerworks/community/wikis/home?lang=en
https://www.ibm.com/developerworks/community/wikis/home?lang=en

P
Pre-requisites for Navigator (2 of 2) TEJ_/EIV

v Ensure the HTTP Admin server is running (Qhttpsvr subsystem) :

Navigator runs in Admin2 server job

Refresh| Subsystem: Qhttpsvr Elapsed time: 00:00:00

l:_;?v: | @ - 4‘% Actions =

Job Mame Detailed Status curren t User Type

|35 ... | Mo filter applied )
% Qhttpsvr Waiting for dequeue Qeys Subsy=stem
8 Admin waiting for signal Qtmhhttp Batch - Server
& Admin Waiting for signal Qtmhhttp Batch immediate - Server
Admin Waiting for signal Qtmhhttp Batch immediate - Server
8 Admini Waiting for thre_ad CHwwiswr Ela-tv:h immediate
® Admin2 waiting for thread Qlhwiswr Batch immediate
Admin3 Waiting for threa Qlwiswvr Batch immediate - Server
8 Admind Waiting for thread Qwebadmin Batch immediate
8 Admins wWaiting for thread Qlwisvr Batch immediate

(STRTCPSVR SERVER(*HTTP) HTTPSVR(*ADMIN))

v’ Recent HTTP Group PTF

* PTFs for all components in Navigator are packaged and delivered as part of the HTTP PTF Groups.

* In addition there are a number of other groups that are needed to ensure that all parts of the navigator interface
function properly.

15



Navigator related Group PTFs th:_r_’gy

\ iefz_rs
» Fixes and major enhancements to Navigator for i are available in:
— IBMi7.3
. JHTTP Server g;%‘ggé §F99722 Navigator Enhancements are
. ava group - :
. Database group - SF99703 often taken back to previous
«  Performance Tools group - SF99723 releases via PTFs
- IBMi7.2

. HTTP Server group - SF99713
. Java group - SF99716
. Database group - SF99702
. Performance Tools group - SF99714
- IBMi7.1
HTTP Server group - SF99368
Java group - SF99572
Database group - SF99701
Performance Tools group - SF99145

16


http://www.ibmsystemsmag.com/Blogs/i-Can/December-2014/Navigator-for-i-Enhancements-Are-Available/

Tips for Best Performance for Navigator th!;r_’gy

Note: Navigator will not run fast on a system that is already slow!

v" Ensure no bad DNS entries on the system
http:/mww-912.ibm.com/s_dir/slkbase.nsf/1ac66549a21402188625680b0002037e/b9e677063f24f859862575ee006b1881

v Use Application Runtime Expert to validate your environment
= http://www.ibm.com/developerworks/ibmi/library/i-applicationruntime/index.html

= Network health checker can be run from QShell:
/ Q BM ProdDat a/ OS/ OSG / t enpl at es/ bi n/ areVerify.sh —network

http://ibmsystemsmag.blogs.com/i _can/2013/09/application-runtime-expert-network-health-checker.html

v Use the Web Performance Advisor to validate your Web Performance

http://pic.dhe.ibm.com/infocenter/iseries/v7rimO0/topic/rzaie/rzaieconwebperfadvisor.htm

v Keep current on Group PTFs

17


http://www-912.ibm.com/s_dir/slkbase.nsf/1ac66549a21402188625680b0002037e/b9e677063f24f859862575ee006b1881
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http://ibmsystemsmag.blogs.com/i_can/2013/09/application-runtime-expert-network-health-checker.html
http://pic.dhe.ibm.com/infocenter/iseries/v7r1m0/topic/rzaie/rzaieconwebperfadvisor.htm

IBM Navigator for i tg_l_/rlv

* IBM Navigator for i is the Web console for managing IBM i

— Has much of the function as System i Navigator
» but with a browser user interface

— Simply point your browser to http://systemname:2001

Welcome

IBM. Navigator for i

‘Use' 1D: Welcome to the IBM Navigator for i aAbout Console
Password:

IEM Mawigator for i provides an easy to use interface for the web-enabled IBM i management tasks, including all
pravicus IBM i NMawvigator tasks on the web, and 2001 port tasks.

Expand IBM i Management in the laeft-hand nawvigation area to get started.

To see the previcus version of the 2001 port tasks and where they are located now, click below.

-IE-M i Tasks Page

Note: After the release of the December 2016 HTTP Group PTF the 2001 port is no longer redirecting to port

2005 by default. Instead 2001 will now only redirect to the non-secure 2004 port. 18


http://systemname:2001/

Performance Tasks =

IBM= Navigator for i

Welcome
Dashboard

= IBM i Management
[E Target Systems and Groups
M Favorites
@ system
@ Monitors
@ Basic Operations
@ Wwork Management
M Configuration and Service
E Network
M Integrated Server Administration
@ Security
@ Users and Groups
@ Database
@ Journal Management

B Performance
B Investigate Data

Investigate Data Search

Health Indicators

Monitor

Collection Services

Database

Job Watcher

Disk Watcher

Performance Explorer

Batch Model

fEREEERERE

SSD analysis for 7.1

4

B Manage Collections

Configure Collection Services

E Graph History
& All Tasks

= “Performance” is a major function in Navigator
* Investigate Data = “Performance Data Investigator”

 Manage Collections

e And much more!

Welcome 3 | Dashboard 3 || Performance 3

Performance
IBM i Performance tools allows you to collect and investigate performance data on your system.

. Investigate Data
Performance Data Investigator allows you to investigate previously collected performance data on your system.

. Manage Collections
Collection Manager allows you to view and work with the performance data on your system.

Close |

19



Packaging: Performance Tools Licensed Program Product

7.2

7.3

= |[BM i for Collection Services, Health Indicators, Monitors, Graph History

= Performance Tools Licensed Program Product
(5770PT1 for 7.1, 7.2, 7.3)

 Performance Tools - Manager Feature (option 1)

7.2

» Disk Watcher, Performance Explorer, Database, Batch Model

 Performance Tools - Job Watcher (option 3)
» Job Watcher

Product ID Product Option Release
[ s770rT1 0000 VZR3MO

#s770rT1 o0oo01 VZ7R3MO
@ s77orT1 0002 V7R3MO

(¥ s770rT1 0003 W7R3MO

Description

IBEM Performance Tools for i - Base
Performance Tools - Manager Feature
Performance Tools - Agent Feature

Performance Tools - Job Watcher

77N\
thirty

N years
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Packaging view in PDI - 7.2 & 7.3

Investigate Data - Performance Data

Perspectives

|,- uHeaIth Indicators

7.9 |. I Monitor }/

Included with the base
operating system

|- Jcollection Services |

|. L:lDatabase |

| - uJoh Watcher

’_.-_ Iﬂ_—-l[‘}isk Watcher |

’1_ I;IPerformance Explorer

7.2 ‘ ,. I-;-'Batch Model l

IBM Performance Tools —
Manager feature

IBM Performance Tools —
Job Watcher feature

(additional charge)

7N\
thirty
\ieﬁzrs
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Prerequisites: Authority @y

= Users need to be authorized to use the Investigate Data and Manage Collections
performance tasks

= Include users on the QPMCCDATA and QPMCCFCN authorization lists
« Can be done via GUI or green screen

Qpmecfen.autl Permissions - Localhost

Type: Owner: Primary group:
Authorization list Qsys (None)

Authorities view: Details ~ | Go |

L= 10 = | . --- Select Action ---~ |

Select Name AUTL Management Use Change Al Exclude Custoi| Edl t AUt hor I Zat I on LI St
~ &% (Public v
L B [8Sosys | 7 Qoject . . . . . . .o QPMCCDATA Owmer . . . . Q8YS
|tAdd... )| Remove ] (Customize....] Library . . . . . : QsYSs Primary group . *NONE

“"Q\@:J,L—i- mBL’JJJ ary Group @ Secured Objects
Type changes to current authorities, press Enter.

bj ect Li st
User Authority Mt
*PUBLI C * EXCLUDE
Q@YS *ALL X
PDI 01 * USE
PDI 02 * USE
PDI 03 * USE

More. ..




Prerequisites:. Create Database Files t\h—!-rly

.

years

= PDI requires data in the Collection Services DB2 files
« The default is to create the database files during performance data collection

« If you have turned this off, you will not be able to view performance data with PDI

until the data is created in the files

« Recommended to leave this setting at the default

Configure Collection Services

Command interface:

The “Create Database files” option for the
performance collection should be *YES

CFGPFRCOL command - CRTDBF( * YES)

General Library: lQPFRDATA
Data to Collect Default collection interval: = 15 ~ seconds 1
Data Retention Cycling
S e e e Gl s Cycle every day at: |[12:00 AM Example: 12:30 PM
Cycle every: 24 ~ hours
System options /';7;

¥ Enable s mopitoring ( & é 2
¥l Create database files during collection > —

¥ Create performance summary data when collection is cycled

Send PM Agent data to IBM

23



Prerequisites: Verify Collection Services is Active thirty

= Collection Services is the foundation for many performance tasks
* Make sure Collection Services is active (Started by default)

[=] Collectors
Disk Watcher

Job Watcher Status: Started
Library: QPFRDATA

Collection Services Status

[=] Collection Services

@)
®)

. . . . Collection object: Q058000002
Active Collection Services Collections

. . . Collection profile: Standard plus protocol
Collection Services Collections P P b

: : Started: Wed Feb 27 00:00:02 CST 2013
@UDH Services Sta@

Configure Collection Services Cyeletimes Ueeg-on

Cycle Collection Services Default collection interval: 00:05:00

Start Collection Services _OK |
Stop Collection Services

24



thirty
Investigate Data — Navigation Example s

Welcome
Dashboard

Search Task

|

= IBM i Management Performance

IBM i Performance tools allows you to collect and investigate performance data on your system.
E Target Systems and Groups

Fawvorites
System
Monitors

[ Basic Operations

Investigate Data
Performance Data Invest

r allows you to investigate previously collected performance data on your system.

. Manage Collections

Work Management . i
Collection Manager allows you to wview and

with [ performance

HE Configuration and Servi

E Metwork =
inistratio .‘—Jcrose

E Integrated Server A
H security

B Investigate Data

Investigate Data Search
H Users and Grou

H Database
HE Journal Mangfement
| = rPerformance  §
Investigate Data
E Manage Collections

Health Indicators

Monitor

Collection Services

Configure Collection Services Database

@ Graph History
M= Al Tasks

Job Watcher
Disk Watcher
Performance Explorer

Batch Model

HEEEEEBEB

25



Investigate Data Terminology tg_l_/rlv

Perspectives are a logical grouping

of similar or related views that benefit

<Perspectives from being rendered side-by-side for
reference or context.

: Health Indicato

Investigate Data - Perform=nce Data

u Monitor

DCD“ECtTDF‘i Services :
Content Package is a set of

perspectives that share a
commonality (major theme).

L—l Database

u]c}h Watcher

u[}isk Watcher

(s uPerEDrmance Explor
uEatch Model

26



Investigate Data — Select Collection

Investigate Data - Performance Data

Perspectives

:- E]Health Indicators

=. DMonjtor
@Collection Servi@

o L:'Database

- DJoh Watcher

:- DDisk Watcher

._ uPerformance Explorer

,- uBatch Model

The Collection boxes allow
you to specify which
collection you want to work
with.

Only collections valid for the
type of chart you select will
be displayed.

Investinate Data - Performance Data Investigator

7N\
thirty
\ieﬁzrs

Perspectives

|
- Epealth Indicators

|

B mMol’HtCl’

1

t+ S coliaction Services

® oy Utilizstion and Waits Owerview
® Cpy Utilization by Thread or Task

- Besource Utilization Owverview

B [Eliob statistics Overviaws

+’ D\NalE

I:ID.=Lc

S ph sical Disk /0

+ Esynchronous Disk /O

L = DMemor

+ DPE e Faults

Lo ical Database /O
+ Evictusl 170

Communications

m5250 Display Transactions

L = aphgsical Systam
dawvs
B Erimeline

EBworklosd Grous

B Ecollection Services Database Files
Bpstabase

B Eliob watchar
- Bpistc watcher

BElperformance Explorer

SRSAL

- Bpatch mModel
B o o porope o - BRI TESTH

?

Selection

MName
CPU Utilization and Waits Overview

Description

This chart shows CPU utilization and some categories of the
mere interesting waits for all contributing jobs and tasks over
time for the selected collections. Use this chart to selact a time
frame for further detailad investigation.

View List

CPU Utilization and Waits Overview

Collection
Collaction Library  Collection Name

QPFRDATA - Most Recent

| pDisplay | | Search | | Sawve as Favorite | | Options | [ Clos= |

27



Selecting a Collection

= Collections have the date and time to help you identify the one you

are interested in Sl

Collection Library Collection Name

QPFRDATA  ~

= Note Q* and R* collections | 5.5, | [ searen

* R* collections are new in 7.2
—  System monitor data

Most Recent

Most Recent =

Q122180002 (*C5SMGTCOL) - May 2, 2018 6:00:02 PM
R122180002 (*CSFILE) - May 2, 2018 6:00:02 PM
Q121180002 (*C5SMGTCOL) - May 1, 2018 6:00:02 PM
Q121180002 (*C5FILE) - May 1, 2018 6:00:02 PM
R121180002 (*CSFILE) - May 1, 2018 6:00:02 PM
Q120180002 (*CSMGTCOL) - Apr 30, 2018 6:00:02 PM
Q120180002 (*C5FILE) - Apr 30, 2018 6:00:02 PM
R120180002 (*CSFILE) - Apr 30, 2018 6:00:02 PM
0119180002 (*CSMGTCOL) - Apr 29, 2018 6:00:02 PM
©119180002 (*C5FILE) - Apr 29, 2018 6:00:02 PM
R119180002 (*CSFILE) - Apr 29, 2018 56:00:02 PM
Q118180002 (*CSMGTCOL) - Apr 28, 2018 6:00:02 PM
Q118180002 (*CSFILE) - Apr 28, 2018 5:00:02 PM
Q117180002 (*CSMGTCOL) - Apr 27, 2018 6:00:02 PM
Q117180002 (*CSFILE) - Apr 27, 2018 5:00:02 PM
Q116180002 (*CSFILE) - Apr 26, 2018 5:00:02 PM
Q115180002 (*CSFILE) - Apr 25, 2018 5:00:02 PM

m

-

28



Suggested Starting Points tg!_/_rlv

Investigate Data - Perfformance Data Investigator

Selection

Name
Resource Utilization Overview

Perspectives

I- dHealth indicators

— (Amonitor " =
[!‘_I = Description
il Collboion Senlicss Charts that show utilizations and rates for some of the more common collection metrics on an

I ® cpy Utilization and Waits Overview interval by interval basis. Use this information to find and compare relationships and select a time
I & CPU Utilization by Thread or Task frame for more detailed investigation.
LPU Untilization by Tnread or Task
| ® pesource Utilization Overview View List
B 1;0p Statistics Overviews Resource Utilization Percentages
Resource Utilization Rates

B (dwaits

Selection

Name
CPU uUtilization and Waits Overview

Perspectives

:- Crealth Indicators

B Cmonitor I
Il:l — Description
- emcollection.Senvires This chart shows CPU utilization and some categories of the more interesting waits for all
® —py Utilization and Waits Overview contributing jobs and tasks over time for the selected collections. Use this chart to select a time
frame for further detailed investigation.

~ ® cpy Utilization by Thread or Task

T - Resource Utilization Overview View List
Investigate Data - rformance Data Investigator
Selection

Perspectives

Name

I um CPU Utilization by Thread or Task

B Cmonitor 5 e
O & l . Description
| - Collection Services Charts that show CPU usage by thread or task and ranked by the largest contributors. Use this
® Cpy utilization and Waits Overview chart to select contributors for further detailed investigation.
- St : "
CPU Utilization by Thread or Task View List

CPU Utilization by Thread or Task

® Resource Utilization Overview

Starting points can depend on goal (monitoring versus problem determination...)
29
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. . . thirty
Resource Utilization Overview c_-:y

Resource Utilization Percenta ges

% e A & Summary for general overall health:
o = CPU Utilization

= = Disk Space Utilization
- Disk Busy
£ 5250 Transactions per second

’ I/Os per Second (logical and physical)

12:05 AM 12:315 AM 1:05 AM 1:35‘ AM z;o’; AM z:aé AM s:ug AM 3:3§ AM 4:0'5 AM S | panp I:al ]IfQ ner qp(‘nnd
J 1

- W o
e e o e
Lg
| | |

Date - Time

— Percent Disk Busy Disk Space Utilization — Partition CPU Utilization

| Resource uUtilization Rates

< @ & HE

700,000

600,000
500,000
400,000 |
300,000 |

200,000

Utilization Rate Per Second

100,000 |

o T T T T T T T T T y U T T y y T T u
12:05 AM 12:35 AM 1:05 AM 1:35 AM 2:05 AM 2:35 AM 3:05 AM 3:35 AM 4:05 AM 4:35 AM

Date - Time
—— Total Physical Disk 1/0s Per Second Total Logical Database 1fOs Per Second

Total 5250 Display Transactions Per Second — Total Page Faults Per Second

30



PU Utilization and Walits Overview

Collection Time System
Mamel(s): CS228229ND Start: Feb 28, 2008 12:00:02 AM Name: RCHASTHD
Library: COMMON End: Feb 29, 2008 12:00:00 AM Releasa: VSR1MO
Typa: Collaction Sarvices File Based Collaction
File leweal: 28

| 3 --- Salect Action ---w

;_CPU Utilization and Waits Owverview

CPU Utilization and Waits Overview

Perspective [B] Edit [B] view B History 2]

60,000

w
=
=
=]
o
a
L3
@
E
=

50,000 ]

T T T T T
12:15 AM 215 AM 415 AM 6:15 AM

B
%
|
'a i%l £ -:
atiH T . £
fﬁ]lﬂ _I::.: S ‘

T T T T T T T r
HB:15 AM 10:15 AM 1215 PM 215 PM 15 PM 6:15 PM 515 PM

Date — Time

10:15 PM

100
ol L —
o
-
s
s
6ol =
=
=
=
=
0] =
o=
=
=
L
—20
S
—0

Ed Dispatched CPFU Time Ed CFU Queuing Time Bl Dizk Time
Journaling Time [ operating System Contention Time 1 Lock Cantention Time
EA ineligikle waits Time — Partition CPU Utilization

7N\
thirty
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CPU Utilization by Thread or Task

CPU Utilization by Thread or Task - Top 50 Contributors

--- Select Action ---w |

CPU utilization by Thread or Task - Top 50 Contributors

3 @A E

QPOZSPWP/USRO000034/574683 -

ACMEO00835/USRO0D001L11/577719

ACMEOOOB35/USRO00D0111/575316 -
ACMEOD0633/USRO000004/573624 -

QJVAEXEC/QSECOFR/575947 -
ACMEOOO0835/USROD00111 /575292 -

ACMEOQ00835/USRO000111 /575293 -

Thread or Task

ACMEOODODE35/USRO000111 /574484 -
ACMEOD0S543/USRO000D037 /568207 -
ACMEOQODOB835/USRO000111 /575308 -

ACMEODOS544 /USRDO0O0D037,/568214 -

Bl CFU Urilization

0000071B
00000BE2
00000BC7T
00000080
OD0D0D068BF
00000BEC
000008BED
0000079E
0000D00BE
000004CE

00000090

CPU uUtilization (Percent

=

s

PN ]

o

32
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Graphing Multiple Collections thirty

If your collection library has 5 or
fewer collections, an All option is
available to display all the
collections in one graph

It will take longer to display the
graph
* Multiple collections means larger
queries!

Hint: when the graph appears,
you need to use the “reset zoom”
tool to display all the data.

z ueLdineu ITIVEhLlydLIUTI.
0 ‘A collection Services

® cpy Utilization and Waits Overview
® cpy uUtilization by Thread or Task

® posource Utilization Overview

Jiob Statistics Overviews

TIwaits

“ceu

pisk

';'thsical Disk I/O
dsynchronous pisk 1/0
JMemog:

—-lpage Faults

) ogical Database /O
Tvirtual o

—]Communlcations

sos0 Display Transactions

physical System
;lJava

TIrimeline

Jworklos Most Recent
Hcollecti

. Q235000002 (*CSFILE) - Aug 232, 20132 12:00:02 AM
@ (dpatabase Q236000002 (*CSFILE) - Aug 24, 2013 12:00:02 AM

Q237000002 (*CSFILE) - JAug 25, 2013 12:00:02 AM

Collection Q2328000002 (*CSFILE) - Aug 26, 2013 12:00:02 AM
Collection Library | Q239000002 (*CSFILE) - Aug 27, 2013 12:00:02 AM
PERFDATA Most Recent - |
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Graphing Multiple Collections @y

This example shows five days of (fairly uninteresting) Collection Services data
* Do you know what ran each day at midnight?

| CPU utilization and Waits Overview
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A More Interesting Example...

4 days of more interesting performance data.
Observe the pattern...

| CPU Utilization and Waits i
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TN

View Collection and System Detalls @V

Toggle on/off the detailed information regarding the collection or the system
from which the collection originated

View 2 .
) %+ Show Context
+" Show System Information

Collection Time System
Name(s): Q016000149 Start: Jan 16, 2013 12:01:49 AM Name: ROCHMN
ShOW/hide Library: PMR17037 End: Jan 17,2013 12:01:57 AM Release: V7R1MO
Type: Collection Services File Based Collection
Context File level: 36

System Information

Name: ROCHMM Total Processors: 16 Interactive Threshold: 100%
Release: V/R1IMO Processors / Cores Active: 10 System ASP Capacity 4,680 GB
Type: 9117 Available Processors: (5] Hypervisor Memory: 9,728 MB
ShOW/hide Model: MMA Virtual Processors: 10 Primary Partition: [s]
Serial Number: 10-3709C Installed Processor Count: 12 Partition ID: 15
System Processor Feature Code: 7380 Processor Units (allocated to partition): 3.05 Partition Count: 15
- Processor Feature: 7380 Processor Sharing/Capped: Yes / Mo Partition Memory: 100 GB
Informatlon Generated On: ROCHMMN QPFRADJ System Value: 3

Provides quick access to system information from Collection Services QAPMCONF
file for the Collection being viewed



Navigation History N

» Keeps track of where you have visited, easy to “back-track”
= Quick way to get back to “Home” (main navigation tree)

Waits by Pool

Perepective [ i i view o i tory (o

Collection
Mame{s): QO58000002

Waits Owerview

Waits for One Job or Task 102 £

Library: QFFRDATA Waits by Job or Task
Type: Collection Services File Baseg Disk Waits Owverview
File lewvel: 356 CPU Utilization and Waits Owverview
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Tools to Interact with the Charts

Select Show Tooltips

Pan Zoom Region

Zoom out

Reset Zoom
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Selection

CPU Utilization and Waits Overview

Perspective [2] Edit (2] View [2] History (2]

Collection Time System
Name(s): C©s228229ND Start:  Feb 28, 2008 12:00:02 AM Name: RCHASTND . .

Ubrary: coMMONS B o129, 2005 120000 AM  Relonse: VORI Future drill-downs will

Type: Collection Services File Based Collection . r

- + 4

|| —Select Action — v | ® > IEprLl timerrame
~ CPU uUtilization and Waits Overview
\ Selected

100

50,000
T ~-80

40,000

= L 6o

2

E

5

2 30,000

& 30,

P

E

F 1o
20,000 |

20

10,000

o 1 L 1 A : o
12:15 AM = E: 4 3 = 8:15 PM

B pispatched CPU Time

|E

CPU Queuing Time BBl Disk Time Journaling Time [ Operating System Contention Time

Use to select data point(s).
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an &%

CPU Utilization and Waits Overview

Perspective 2] Edit 2] View 2] History 2]

Collection Time

System

Name(s): CS228229ND Start: Feb 28, 2008 12:00:02 AM

Library: COMMONZ End: Feb 29, 2008 12:00:00 AM

Type: Collection Services File Based Collection

Name: RCHASTND

Release: V6

| ~— Select Action — » | |

CPU Utilization and Waits Overview
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k4 80
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k]
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]
iz < 60
£ Ed
s =
= k4
& 30,000 B r
z
E i 40
k= . [
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I 20
10,000
o 3 Lo
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Date - Time

Dispatched CRo—Fir

P . r—
B DietFien £ {eurmatig Fir

Use to shift chart right or left, up or down.
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Tool Tips (&

CPU Utilization and Waits Overview vl =]

—
(F>
3=
alr—
<

Perspective = Edit = View =l History =

Collection Time System
Name(s): CS228229ND Start: Feb 28, 2008 12:00:02 AM MName: RCHASTND
Library: COMMONZ2 End: Feb 29,2008 12:00:00 AM Release: VGR1MO
Type: Collection Services File Based Collection
| | --- Select Action --- |
CPU Utilization and Waits Overview
™
60,00 100
50,000 | | . | | _ | | | | | s
- I L e
& 40,000 - =
4 | eo
S ]
& 30,000 | | Y L 2
- =
2 : 40 =
= 20,000 -{ =
i =
I | 5 =
10,000 - :
] )
o . : i - ; : ; : - : ] - L o
12:15 AM 4:15 AM 6:15 AM 8:15 AM  10:15 AM  12:15 PM 2:15 PM 4:15 PM 6:15 PM
Date - Time x
Dispaiched CPU Time ] cPU Queuing Time Disk Time -

Use to see metric details for interval.
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. 0N\
Zoom Region &= thirty
\ieﬁzrs

CPU Utllization and Waits Overview A A

Perspective =l Edit =l View =l History =

Collection Time System
MName(s): CS228229ND Start: Feb 28, 2008 12:00:02 AM Name: RCHASTND
Library: COMMOMNZ End: Feb 29, 2008 12:00:00 AM Release: YER1MO
Type: Collection Services File Based Collection
--- Select Action ---
CPU Utilization and Waits Overview
—
60,000 100
50,000 - ! | Tlign
(=]
| s | | =
= 10,000 1 i S5
g 6o £
s g
S 30,000 - =
- =
£ 40 =
= 20,000 | =
=
. Lzg =
10,000 —| 5 1
: L2 9
ol : § BEEdd 1 ; A4 58 1-F - - 55 o
12:15 AM 2:15 AM 4:15 AM 6:15 AN 8:15 AM  10:15 AM  12:15 PM 2:15 PM 4:15 PM 6:15 PM
Date — Time 71
Dispatched CPU Time o ueuing Time EEl Drisk Time =

Use to zoom in on a range of data.
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Zoom Region Results thirty

CPU Utilizatlon and Walits Overview ~7_-0

Perspective =l Edit & View &l History =l

Collection Time System
Name(s): CS228229ND Start: Feb 28, 2008 12:00:02 AM Name: RCHASTND
Library: COMMOM2 End: Feb 29, 2008 12:00:00 AM Release: VGR1MO
Type: Collection Services File Based Collection
--- Select Action ---
CPU Utilization and Waits Overview . ) 1
60,000
sn,nun—i
E =]
E - 2
& 40,000 3 =
= 3 P
= E =
= 3 P
& 30,000 3 =
a | =
E E =
= 20,000 5 3
] 2
10,000 -
330 AM 3:45 AM4:00 AM 4:15 AM4:30 AM 4:45 AM5:00 AM 5:15 AM 5:30 AM S5:45 AM 6:00 AM 6:15 AM 6:30 AM
Date — Time e
Dispatched CPU Time E3 cru Queuing Time Disk Time 53
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Zoom Out =

U Utilization and Waits Overview

Perspective &l Edit &l View =l Histary &l

ey 4

Zoom out expands the graph

setecen s Sustem each time it is clicked
Name(s): CS228229ND Start: Feb 28, 2008 12:00:02 AM  Name: HKUHASINLD
Library: COMMON2 End: Feb 29,2008 12:00:00 AM Release: V6R1MO
Type: Collection Services File Based Collection

| --- Select Action --- |

'CPU Utilization and Walts Overview

.'
o’&

e
RN

o

[
ot

CPU Utilization and Waits Overview a1
Perspective 2l Edit 2l View =l History =]
Collection Time System
Name(s): CS228229ND Start: Feb 28, 2008 12:00:02 AM Name: RCHASTND
Library: COMMONZ End: Feb 29,2008 12:00:00 AM Release
Type: Collection Services File Based Collection

& 40,000 ‘EE
= o | | --- Select Action --- |
s s
= A
& 30,000 ‘:E: CPU Utilization and Waits Overview .
2 = M
£
= 20,000 60,000 100
W0 a0 50,000
& 40,000 5
o E
Z 30,0003
Date - Time =
Dispatched CPU Tirme E= cru queuing Time Disk Tirme E 20,0004
10,000 :
: U
o e R EIEEEE
12:15 AM  L15 AM 215 AM 315 AM 4 5:15 AM  6:15 AM
Date - Time v g
Dispatched CPU Time B3 cPu queuing Time Disk Time v
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7\
Full Zoom Out &0 thirty

CPU Utilization and Waits Overview <27 -0
Perspective &l Edit = View & History &=l
Collection Time System
Name(s): CS228229ND Start: Feb 28, 2008 12:00:02 AM Mame: RCHASTND
Library: COMMOMNZ End: Feb 29, 2008 12:00:00 AM Release: VGR1MO
Type: Collection Services File Based Collection
- Select Action - | A way to quickly view
CPU Utilization and Walts Overview ntire CO”GCtiOn
r ..
L | characteristics
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=
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12:15 AM 2:15 AM 4:15 AM 6:15 AM 8:15 AM 10:15 AM12:15 PM 2:15 PM  4:15 PM  6:15 PM 8:15 PM 10:15 PM
Date — Time :‘:'
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. N\
Drill-down thirty

Suggested graph options
for next step in analysis

Fhe eweaell 2o

—= Select Acbon —— W |

Ll veeoveriew |

m Seizes and Locks Waits Owverwview

Contention Waits Owverview

Disk Waits Owverview

Journal Waits Owverview |/
Classic JvM Waits Overview

CPU uUtilization by Thread or Task
Resource Utilization Owverview

CPU Health Indicators
[ ——

Export
Modify SQL

Size next upgrade Other Options to
S work with data or
— T T . refine graphs

Time Geconds)

y

46



] o\
Export - *.png, *.jpeg, *.csv, *.txt thirty

CPU Utglizabon and Waits Overview

Perspective El Edit El Wiew El History El

| | --- select Action --- = |

CPU L

Time Geconds)

Waits Overview

Seizes and Locks Waits Owverview
Contention Waits Overview

Disk Waits Owverview

Journal Waits Owverview

Classic WM Waits Overview

CPU Utilization by Thread or Task

Resource Utilization Owverview

Size next upgrade

Change Context
Show as table

Table Actions b

Format

IR W W o I

] » ]
Dz Ima # 3
ge (*.jpeg)
Title Comma Delimited (*.cswv)
|CPL.I Utilization and Waits Owverview Tab Delimited (*.txt)
Format
Image (*.png) -

Data Range
o All data
@ Displayed data

i User-defined range: D=2ts S=nes
Dispatched CPU Time

CPU Queuing Time |E|
Disk Time -
Journaling Time

Operating System Contention Time -

First Record Mumber |1 | 9. 28

Last Record Number |28 |

| ok | | cancel |

a7



Modify SQL — customize the queries

—
(15*)
3=
a{r—
<

CPU Utiization and Waits Owverview

Perspective EI Edit EI Wiew EI History EI

{ | Select Action - | ST
Waits Owverview SQL Statement
Seizes and Locks Waits Owverview |_Reset |
Contention Waits Owverview sl
SELECT |
] Disk Waits Owverview QSY.INTMUM,
] QSY.CSDTETIM AS CSDTETIM, 2
Journal Waits Overview MAX(PCTSYSCPU) AS PCTSYSCPU,
] SUM{TIMEO1) * .000001 AS WEOT,
4 Classic WM Waits Owverview SUM(TIMEO2) = .000001 AS WBO2Z, |
SUM{TIMEOS + TIMEOG + TIMEO7 + TIMEOS + TIMEOS + TIME10) * .000001 AS WBO50607080910,
] CPU Utilization by Thread or Task SUM(TIME11) * .000001 AS WB11,
] SUM{TIME14 + TIME1S + TIME19 + TIME22) = .000001 AS WB141519332,
Resource Utilization Owerview SUM{TIME16 + TIME17) * .000001 AS WEB1617,
2 SUM{TIME1S&) * .000001 AS WB18,
o ] CPU Health Indicators 100 AS PCT100,
= DTETIM AS DTETIM,
= DTECEN AS DTECEN
=] FROM
Fo (
ar
@ . SELECT
Size next upgrade DTECEN || DTETIM AS CSDTETIM,
h— DOUBLE{JWTMO1) AS TIMEOL, = |
E Change Context DOUBLE{JWTMO02) AS TIMEQZ, |
= Show as table [#] allow collection choice

Table Actions (Cox ) ([ cancel
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Change Context

CPU Utilization by Job or Task

——- Select Action ———»

cPU

ange Contesxt

Details
Use the fields below to adjust your current context. These changes will only affect this panel and any subse

/

Variable
wVariable
i | Description | Value | Required
~ Seti
- -
g
JBNAME Mame =
IBNBR =
=
JBUSER Job User Mo
MINDTECEN Century Digit No
MINDTETIM Interval Date No
And Time e —
MAXDTECEN Century Digit Mo
MAXDTETIM Interval Date Mo ]
And Time ———————————= -
Collection FPDIDEMO Yes
Library
Collection Q071123119 Yes CPu utilizatidg by Job or Task
Name — 4

CPU Utilization for Jobs or Tasks
CPU Utilization by Thread or Task
Export
Modify SQL
Size next upgrade
Change Context
Show as table
Table Actions
QERMSYNC/ QBRMS/ 338021
QRWTSRVR/QUSER/436569
QRWTSRVR/QUSER/436661
QRWTSRVR/ QUSER/436570
QZDASOINIT/QUSER/436740
QRWTSRVR/QUSER/ 436662
QZDASOINIT/QUSER/436746
QRWTSRVR/QUSER/436518
QRWTSRVR/ QUSER/436551
QZDASOINIT/QUSER/ 436389
QRWTSRVR/QUSER/436492
QRWTSRVR/QUSER/436658
CPU Utilization

RRRGERRRRRR

CPU Utilization (Percenty

=

Page 1 of 1 &

Rows

|_ oK | [_Canecal _
QRWTSRVR/ QUSER/ 436699
QRWTSRVR/QUSER/436569
ORWTSRVR/ QUSER/ 436661
QRWTSRVR/QUSER/436570
ORWTSRVR/QUSER/436662
QRWTSRVR/QUSER/436518
OQRWTSRVR/QUSER/436551
QRWTSRVR/ QUSER/ 436492
QRWTSRVR/QUSER/436658
QRWTSRVR/QUSER/ 436698
QRWTSRVR/QUSER/436672
QRWTSRVR/ QUSER/ 436487
QRWTSRVR/ QUSER/ 436657
QRWTSRVR/QUSER/436666
B cPu utiization

Full Name

<

UL AL A A0

A A A A A A P A 3\’(\:{'?} AR
A AV AV
T

CPU Utilization Percent

2o

e
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o\
: thirty
Perspective — Save As =

When a table or chart is modified, you can save

that table or chart for your own custom
CPU Utilizatyf Done sk perspective using “Save As...”

Perspective =

Save a Perspective

Saving a custom perspective
Original Location
Collection Services = CPU = CPU Utilization by Job or Task

Save Location

Perspectives Selection
& MName
'34i3—§U5t°m Berspectives - DMMAY Custom Perspectives - DMMAY
L [Empty]

Description
Perspectives that hawve been saved by the user.

Perspective
#MName: lcPuU Utilization by Job or Task - QRWTSRVR

Description: |This chart shows CPU usage by job or task and ranked by the largest
contributors, limited to Wjobﬁl. Use this chart to select contributors for
further detailed inwvestigation.

Locked

Sawve J Cancel J
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Perspective — Save As

CPU Utilization by Job or Task

Perspective El Edit El View El History El

This perspective was saved successfully.

n Save Complete

URL to sawved perspective:

Wnlocale=en USBWnSTM=truettask=perf.invdtafpackid=ccp DMMAY:

alhost&

tletB&syst: 1

https://isz1lp13.rch.stglabs.ibm.com:2005/ibm/action/launch?pagelD=com.ibm.i50S.webnav.navigationElement.Webn
i ersid=perspective ID 213976 ccp&collection=PDIDEMO.Q071123119

Close Message

Investigate Data - Performance Data Investigator

Perspectives

dperformance Explorer
pisk watcher
diob watcher

Elcoliection Services
dHesith Indicators

i-':il:::“st{:frl:'l Perspectives - DMMAY
L e CPU Utilization by Job or Task - QRWTSRWR

T—
T—
L

Collection
Collection Library Collection Name
QPFRDATA - Most Recent

| Display ] | Search | | options | | Close |

Selection

MName
Custom Perspectives - DMMAY

Description
Perspectives that have been saved by the user.
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Show as Table

CPU Uiilization and Waits Overview

Perspective ] Edit @] View [B] History [B]

Select Action

Waits Overview
Seizes and Locks Waits Owverview
Contention Waits Overview

Disk Waits Overview

Journal Waits Overview

Classic VM Waits Overview

CPU Utilization by Thread or Task
Resource Utilization Overview
CPU Health Indicators

Export

Modify SQL

Size next upgrade

Change Context

Show as table;
e = -~ Select Action -——w i
— L3 £l e | | Table Actions
e cPU
Partition CPU = = = =
e it Dispatched CPU Queuing Disk Time 1]
Select  Interval Number -~  Date - Time o ?F:::::aeir:?)n = C onds) o ~ e ) = le oo — T
|| (Seconds) (Seconds)
= 1 Feb 28, 2008 12:15:00 AM 41.65 2125.7 12.25 54.4 35.71 22.6
| (] 2 Feb 28, 2008 12:30:00 AM 41.4 2110.42 1i2.16 10.72 34.68 3.62
= 3 Feb 28, 2008 12:45:00 AM 41.14 2096.73 12.38 5.32 35.3 3.5
= 4 Feb 28, 2008 1:00:00 AM 41.23 2104.27 1171 5.67 35.35 3.29
= S Feb 238, 2008 1:15:00 AM 52.99 2959.23 3759.2 1180.33 47.49 141.01
6 Feb 28, 2008 1:30:00 AM 64.62 3847.86 9061.6 217.47 32 L 113.34
= '

7 Feb 28, 2008 1:45:00 AM 78.58 4853.43 11796.74 41.63 41.27 308.02

=
8 Feb 28, 2008 2:00:00 AM 84.22 5367.69 13984.72 23.12 52.58 35.85

=
9 Feb 28, 2008 2:15:00 AM 84.89 5469.88 14931.39 2163.59 69.93 3686.04

= 4

10 Feb 28, 2008 2:30:00 AM 84.07 5406.56 15063.64 697.16 F2.47 399.18

=
=l 11 Feb 28, 2008 2:45:00 AM 82.82 5272.46 13472.69 57.49 48.64 46.06
= 12 Feb 28, 2008 3:00:00 AM 70.38 4141.47 9068.85 20.63 110 22.3
ll| e v

| Total: 95 Filtered: 95
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7N\
Table Features thirty

N\ years
‘\.____/

= =) [=2] [ g] (2

[/ NN

Select All Deselect All Edit Sort Clear All Sorts

Show Filter Row Clear All Filters
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Filtering

Show Filter Row

& | & | |--- Select Action --- =]
Date - Time Partition Dispatched CPU Queuing Disk Time Journaling | Operating
CPU CPU Time Time (Seconds) Time System
= = Utilization ~ [(Seconds) ~ (Seconds) 5 ~ [(Seconds) -~ Contention
(Percent) Time
| | (Seconds)
Filter Filter Filter @ Filter Filter Filter Filter
%2 | #  #]| | |--- Select Action --- =l
Select | Interval Date - Time | Partition | Dispatched | CPU Queuing | Disk Time Journaling . Operating
Number CPU ICPU Time Time (Seconds) |Time |ISystem
7 = Utilization ~ (Seconds) (Seconds) = ~ (Seconds) = |Contention
[(Percent) Time
I (Seconds)
_Filter Filter _Filter _Filter _Filter Filter Filter
Condition
fAll numbers |
All numbers
Numbers less than
Numbers less than or equal to
Numbers greater than
_ Numbers greater than or equal to
Numbers equal to 5:00 AM 41.65 2125.7 12.25 64.4 35.71
Numbers not equal to
Numbers between 0:00 AM 41.4 2110.42 12.16 10.72 34.68
Numbers between and includin 5:00 AM 41.14 2096.73 12.38 5.32 35.3

22.6
3.62
3.5



Sorting

e | --- select Action --- ~|
Select | Interval ofte - Time | Partition CPU
Number |Utilization
o = |(Percent}) T

First Sart

| Date - Time ~| | Ascending ~|
Second Sort

| ~| | Ascending ~|
Third Sort

~| | Ascending -]
|Inl:erva| Number
— Date - Time =

Partition CPU Utilization (Percent) 41.65
Dispatched CPU Time (Seconds) 41.4
CPU Queuing Time (Seconds) =
Disk Time (Seconds) 41.14
Journaling Time (Seconds) 41.23
Operating System Contention Time (Seconds) z
Lock Contention Time (Seconds) 52.99
Ineligible Waits Time (Seconds) 64.62
100 Percent Utilization (Percent)

Interval Date And Time 78.58
| Century Digit 84.22

| Dispatched | CPU Queuing
CPU Time Time
(Seconds) -~ (Seconds) =
2125.7 12.25
2110.492 12.16
2096.73 12.38
2104 .27 § 1B [ i
2959.23 3759.2
3B47.86 9061.6
4853.43 11796.74
5367.69 13984.72

| Disk Time
(Seconds)

o~

64.4
10.72

1180.33
217.47
41.63
23.12

| Journaling Time

.;(Secends)

| Operati

‘System

-~ |Contenti

35.71
34.68

353
35.35
47.49
32.11
41.27
52.58

Time

(Second:
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Columns....

--- Select Action —— w

Waits Owverview

1 Seizes and Locks Waits Owverview
Contention Waits Owverview

Disk Waits Owerview

Journal Waits Owerview

Classic VM Waits Owverview

CPU Utihization by Thread or Task
Resource Utilization Owerview
CPU Health Indicators

Export

Modify SOL

Size next upgrade

Change Context

Show as chart

Shaw find toolbar
Table Actions

Dis)|
Timm

Columns
Available Columns:

| | Tite

4 100 Percent Utilization
'\/_ Interval Date And Time
4| Century Digit

ok [cancel |Help

Add >

< Remove

Add All ==

Mowve Up

Move Down

Current Columns:

|"ﬁtle

Interval Number

Date - Time

Partition CPU Utilization

Dispatched CPU Time

CPU Queuing Time

Disk Time

Journal Time

Operating System Contention Time
Lock Contention Time

Ineligible Waits Time
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0N\
thirt
Show find toolbar / Hide find toolbar & Search the table \_/y

wWaits by Job Current User Profile
Parspective ®] Edit B view 2] History =]

= v Search for: Condition Column: Direction
-- Select Action -
== —— |5tacyb I Contains vl IAII columns vI I Down vI
Waits Overview

"

sl Seizes and Locks Waits Overview

;; | Find Match case |_

Contention Waits Overview

1| Disk waits Overview = e 2 F = | --- Select Action --- = |
Journal Waits Overview |
B Classic WM Waits Overview Dispatched CPU Dispatched CPU Dispatched CPU Dispatched CPU
1 cpu utilization by Thread or Task Select Current User -~ |Active Time - |wWaiting Time -~ [Transferred Time -~ T Pa(Seconds) - |
1  Resource Utilization Overview | = [ = ) — L) -
4 CPU Health Indicators ‘ I QEIBSWR 343.26 o 641.17
Export
1 Modify SQL | I_ WEAVE 312.5 o 551.61
NEE e | 7 asvs as.97 41.96 0 90.94
ange Con
3
4 Show as chart I_ QLWISVR 41.47 45.95 o 87.42
Columns.
I QBRMS 32.67 25.78 (8] Le.4c
Table Actions |
| l_ QSECOFR 23.31 21.57 o 44.88
| I_ QPM400 20 15.75 o 35.75
columns. .. | — QTCP 8.47 7.8 o 16.27
l | — HOSTPUB 2.37 3.64 o F.02
| I_ QTMHH P 1.66 2.52 o 4.17
I_ QWEBADMIMN 1.52 2.26 o 2.78
| — QYPSISWVR 1.47 2.21 Q 2.68
[ QDIRSRW 0.86 1.17 o 2.02
i — QIIS 0.55 0.43 o 0.98
| I_ QUSER 0.42 0.25 (8] 0.77
| = DRLEWIS 0.21 0.16 Q 0.37
I_ QSVMSS 0.15 0.13 a 0.28
| - GIBBOMNS 0.05 0.04 o 0.09
| I_ STACYS 0.04 0.02 o o.o08
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New Table Support

Improved table support (7.2 and PTF'ed back to 6.1)

« Collection manager and PDI Reports use the new table support
« “Show as table” still uses the old table support

7N\
thirty
\iegrs

@ e - .,:{% Actions =
MName Library Type Status Started Ended
Mo filter applied
& Q081000002 QPFRDATA Collection Services File Based Collection Complete 3/22/13 1:00:02 AM 3/23/13 1:00:00 AM
(&) Q082000002 QPFRDATA Collection Services *MGTCOL Obj Based Ct Complete 3/23/13 1:00:02 AM 3/24/13 1:00:02 AM
i QOS2000002 QPFRDATA Collection Services File Based Collection Complete 2/23/12 1:00:02 AM 2/24/13 1:00:00 AM
(& QU83000002 QPFRDATA Collection Services *MGTCOL Obj Based Ct Complete 3/24/13 1:00:02 AM 3/25/13 1:00:02 AM
({# Q083000002 QPFRDATA Collection Services File Based Collection Complete 2/24/12 1:00:02 AM 2/25/13 1:00:00 AM
(& QU84000002 QPFRDATA Collection Services *MGTCOL Obj Based Ct Complete 3/25/13 1:00:02 AM 3/26/13 1:00:02 AM
@ QO84000002 QPFRDATA Collection Services File Based Collection Complete 3/25/13 1:00:02 AM 3/26/13 1:00:00 AM
@ Q066000002 QPFRDATA Collection Services File Based Collection Complete 3/7/13 12:00:02 AM 3/8/13 12:00:00 AM
&) QOS85000002 QPFRDATA Collection Services *MGTCOL Obj Based Cc Complete 3/26/13 1:00:02 AM 3/27/13 1:00:02 AM
Ej, Q085000002 QPFRDATA Collection Services File Based Collection Complete 3/26/13 1:00:02 AM 3/27/13 1:00:00 AM
G0 Q086000002 QPFRDATA Collection Services *MGTCOL Obj Based Cc Complete 2/27/12 1:00:02 AM 2/28/13 1:00:02 AM
G'j} QO86000002 QPFRDATA Collection Services File Based Collection Complete 3/27/13 1:00:02 AM 3/28/13 1:00:00 AM
E) Q087000002 QPFRDATA Collection Services *MGTCOL Obj Based Cc Active 2/28/12 1:00:02 AM
g. QO87000002 QPFRDATA Collection Services File Based Collection Active 3/28/13 1:00:02 AM
ﬁd‘t QO73000002 QPFRDATA Collection Services File Based Collection Complete 3/14/13 1:00:02 AM 3/15/13 1:00:00 AM
Zt T |
1-22 of 22 items 5 io | 25 VI 50 | 100 | Al

Size MB

218.023
151.332
247.023
156.332
220.0232
156.332
219.523
233.281
160.332
225.652
158.232
225.523
2.094

3.602

220.515

1

-
-

System

ETc3'|:
Erc3'i
ETC3|

|
Erc3'i

ETC3

ETCE|

ETC3]|

|
Erc3'i
ETC3'i

EIC3E|

ETC3
ETCE
ETC3
ETCE

ETC3 ~
3

58



N\
New Table Support — Same Features, New Ul ‘E{ly

Configure Options for Columns Filter column data

Configure Options x Filter 2
_I_ndrcate which columns are wisible: L Match: |all rules
—
@
9 | *-j B " Rule 1
1 (B4 Job Mame = B Ml column
s b Detailed Status 1= : Fd Any Column
el Current User Filter x
1 Bl Type b 1| Condition
L F . Match: | all rules
¥ CPL % L contains
U % = 4
w4 Run Priority Fg Current User starts with dmmay
== Value
1 2 Thraad Connt B = E
F || ICPU % jis greater than 10
q B 3
| Ok | | Cancel | 1 rule 2
o y T e =] 3
1g for condition Crapmgtdir ol Pa——
; ] Any Column
fi 1| Condition
SO rt CO|U| I |nS contains
fdMm L
Value
Current User 1«  Type 2 Al cPu % Run 1
l Mested Sort - Click to sort Ascending —
L= Filter Clear Cancel
[ [T B — kg —
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Size Next Upgrade

Takes the measured data from Collection Services and inputs it
directly to the IBM Workload Estimator (WLE)

Intended for a one-time sizing activity

IBM Workload Estimator v20‘i‘§.3r ‘. \

CPU Utilization and Waits Overview

Perspective B] Edit B] view B] History ]

--- Select Action --- » |

cpPu

x|

Waits Overview

Seizes and Locks Waits Overview
Contention Waits Overview

Disk Waits Overview

Journal Waits Overview

Classic JVvM Waits Overview

CPU Utilization by Thread or Task

Resource Utilization Overview

Solution Overview Workload Questions Server Consolidation Sizing Report
o CPU Health Indicators
=

Export
< Back - Continue =
2 Modify SQL
PDI IPAW_CS/CS1 < EEEEaEE
— =
PDI Workload Definition E €hange Context
_ = Show as table
Table Actions »
Note: The partition information specified above reflects the target partition, in the same manner as the
other workload definitions within the Estimator. Please ensure that the target partition is what is
desired (name, type, OS level); this can be changed by clicking on the partition name
The data below is a summary of the data passed to the Estimator from PDI. Please see the help text
for more best practices for using PDI data in a WLE sizing.
Model: 520-8327/7734
Feature: 7734
Clock Speed: 1900 MHz

1. Total CPU Utilization 54.32

2. Processor cores activated A

3. Aselgned Processor'Cores Group Stora Read Read  Write Write Attachment Protection Type Disk unit

MName Used{GB) Consumed ope 1OSize ops 108ize type

4. Memory (MB) (bytes) (bytes)

Group 56 35 53.016.0 17 10,424 0 DAS RAID.6 16,000 RPM a326
Gesip sz  ssamo RE Cached DAS RAID-5 000 REM 4327
1684 81,8740 58 RE Cached DAS RAID-5
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Investigate Data Search

B Performance

“Investigate Data Search” added in 7.2

El Investigate Data

[ Investigate Data Search ]

vestigate Data Search

Case Sensitive

Storage
Type at least 3 n

characters

Search In:

Package Mame Metrics

- Perspective L View sSQL

i Package Name ! Perspective

Storage
Collection Services Allocation/Deallocation b
Thread or Task

Storage
Allocation/Deallocation

Overview

Collection Services

Disk Storage Utilization
Average)

Monitor

Whole Waoards Only

Show Columns:
Metrics
sSQL

Description

This chart shows allocation and deallocation
of the temporary and permanent storage,
net frames requested by thread or task. Use
this chart to select a thread or task for
viewing its storage statistics over time.

This chart shows allocation and deallocation
of the temporary and permanent storage for
all contributors over time for the selected
collections. Use this chart to select a time
frame for further detailed investigation.

Charts show the disk storage utilization
(average) metric of the performance data
monitored, as well as the metric breakdown
details by ASP.

View

Storage

Allocation/Deallocation by

Thread or Task Sorted by
Allocation

Storage
Allocation/Deallocation
Owverview

Disk Storage Utilization
(Average)
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Metric Finder

Investigate Data - ormance Data Investigator

Metric Finder
Metric
Metric NMame:

7N\
thirty

Collection
Collection Library Collection Name
QPFRDATASA Most Recent

-_Displa‘g.-r - Gptions-] | Refresh Perspectives J | Close J

Investigate Data - Performance Data Investigator

Metric Finder

Primary Affinity Domain ID
[ SMAPP Evaluations Serviced
Pe SMAPP Index Build Time Estimations
SMT Hardware Threads:
SQL Cursor Count
| SQL Cursor Reuse
| STRPFRMOM Trace Type:
Samples Taken
| SaveDocument URLs Received
| Scaled CPU Microseconds

Tyl | : Scaled CPU Time

Scaled CPU Time Microseconds
Scaled CPU Time Used
Scaled CPU Utilization
— Search String Commands
|_DISE second Most Frequent Journal Entry Type
| Secondary Affinity Domain ID
| Secondary Control Unit
| Secondary Line Description
Secondary Thread Flag
| Secondary Thread Thresh (ms):

Co

Metric

Metric Name:

Scaled CPU Time

Perspective
Select | Perspective

| & Collection Services -->= CPU --> CPU Utilization Overview

Collection Services -->= CPU --> CPU utilization by Generic Job or Task
Collection Services --> CPU --> CPU Utilization by Job Current User Profile
Collection Services --> CPU --> CPU uUtilization by Job User Profile
Collection Services --= CPU --= CPU utilization by Job or Task

Collection Services --= CPU --=> CPU Utilization by Pool

Collection Services --= CPU --=> CPU uUtilization by Server Type

Collection Services --= CPU --> CPU Utilization by Subsystem

OIO(0|0I000

Collection Services --> CPU --> CPU Utilization by Thread or Task
Collection Services --= CPU Utilization by Thread or Task

Page 1 of 1 1 Go Rows |10 3 Total:

Collection
Collection Library Collection Mame
QPFRDATA =~ Most Recent -
Display ] List J | Options ] _Refresh Perspectivas ] Close J
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: o\
Options thirty

Collection
Collection Library  Collection Mame
| oPFRDATA = | | Most Recent ~|
| pisplay | | Search | | Save as Favorite J|| options |l Close |
Investigate Data - Performance o nwvestigator
Options
[#] Use patterns Use patterns where applicable in charts.
7 Show charts Whenewver possible, show charts instead of tables.

Enable design mode Enable advanced features allowing design and development of new content.

Show help Show help messages for many tasks.

=
=
¥ Show SQL error messages Show SQL error messages to user.
=1

Set table size Rows: |15 Columns: |8 Specify the number of visible rows and columns shown for tables.
Default library Specify the default library that will be used when a collection is
@ Use Collection Services configured library selected.

@ Use last visited library

& Use library: |

System Monitor 7 2
L]
resholds Bhow thrasholds in system monitor charts.

| DK J | Cancel J
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Design Mode

7N\
thirty
\ieﬁzrs

Once you “Enable Design Mode” - additional options become available to create and edit

your own charts and tables.

Investigate Data - Performance Data Investigator

Perspectives Selection
MName
Collection Services

| Mowe Up _] Mowve Down _]

Collection
Collection Library Collection Name
QPFRDATA ~ Most Recent e

| Display | Search | Save as Favorite | Options | | Refresh Perspectives | Close |

B [ dHeaith Indicators
I o Description
B Clmonitor e
s Chart and table views over a variety of perfformance statistics from Collection Services
B _lcollection Services performance data.
m- .
— Database Default Perspective
=] !T]JOIJ Watcher Resource Utilization Overview
B pisk watcher ;
- Locked
B Ldperformance Explorer ) ’
B Bpaich Model New Folder... J Mew Perspective... _]
B L dcustom Perspectives - PDITESTO (_Edit ] [_Advanced Edit ] [_Delete ]

http://ibmsystemsmag.blogs.com/i _can/2011/08/customizing-a-perspective-in-pdi.html
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Health Indicators

Investigate Data - Performance Data Investigator

Perspectives

LJJ— = | Health Indicators

—

System Resource Health Indicators

b System Resources Health Indicators

® Cpy Health Indicators
® Disle Health Indicators
* Memory Pools Health Indic

ces Health I

b Response Time Health Indi
® Database Health Indicator:

Database Health
Indicators are new
in7.2

Intervals Distribution (Percent)

D A P & =

1 1 1 L

CPU

Disk

Memory Pools

Performance Metric

5250 OLTP Response Time

B Percentage of intervals with values under defined thresholds
Il Fercentage of intervals with values abowve Action threshold

Percentage of intervals with wvalues abowve Warning threshold
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CPU Health Indicators

CPU Health Indicators

Intervals Distribution (Percent

aD @ <
1 1

7
A

Partition CPU Utilization

Jobs CPU Queuing Percent

CPU Performance Metric

Interactive CPU Utilization

Bl Fercentage of intervals with values under defined thresholds
Il FPercentage of intervals with values abowve Action threshold

Percentage of intervals with values above Warning threshold

Drill-downs available -

=== Select Action —-—- W ‘ |

Systemn Resources Health Indicators

CPU Utilization and Waits Overview

Interactive Capacity CPU Utilization

Define Health Indicators
Edit View

Export

Modify SQL

Size next upgrade
Change Context

Show as table

Table Actions »
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Define Health Indicators

Define Health Indicators

AN

CPU Health Indicators f
Disk Health Indicators

e T

Memory Pools Health Indicators

Response Time Health Indicators

/

System Resources Health Indicators
Available Indicators

Selected Indicators

Important to evaluate

Memory Pools

5250 OLTP Response Timea T

Define Health Indicators

ey Current Thres shipped threshold values with specific
[Empty] Interactive CPU Utilization | Warning busi
Disk Jobs CPU Queuing Percent usiness
[ Remowe << | | Partition CPU Utilization Action

environment and goals

7 =0

System Rescurces Health Indicators

Available Indicators

CPU .
[Empty] Add ==
Disk
| Remowve <<

Memory Pools

5250 OLTP Response Time

Define Health Indicators

Selected Indicators Current Threshold VWalues

Warning 20
Action 30

Awverage Disk Percent Busy
Average Disk Space Percent Used
Average Disk Response Time

<P =0

System Resources Health Indicators

Available Indicators

[Ernpty]

CPU

Disk

Memory Pools

5250 OLTP Response Time

Selected Indicators

Page Faults Pending Per Second
Page Faults Per Second

Current Threshold Values

Warning 4000 |

Action
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Job Watcher thirty

Investigate Data

Perspectives Selection
- EDisk Watcher Job Watcher

HJob Watcher

® CPU Utilization and Waits Overview
— % CPU Utilization by Thread or Task
— ® Resource Utilization Overview

EJob Statistics Overviews

BEwWaits

AEcepu

BEPhysical Disk 1/O

ESynchronous Disk I/0 Default Perspective

ZPage Faults

HELogical Database I/O Resource Utilization Overview

5250 Display Transactions

EJob Watcher Database Files
= ECollection Services

Description

Chart and table views over a variety of performance statistics from Job Watcher performance
data.

Collection

Collection Library Collection Name

COMMON =l PDAWNIW2 (*IWFILE) . i~
| Display | | Close | ,:"OSt Becert
JWOBILOCKC (*IWFILE)
 DAWNIW229 (*IJWFILE)
DAWMNIWZ (*IJWFILE)
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Job Watcher - CPU Utilization and Waits Overview

CPU Utilization and Waits Overview
Perspective %] Edit #] View ®] History [

CPU utilization and Waits Overview

-—- Select Action -—w

CPU Utilization and Waits Overview

800

700
600
500
400
300

Time Geconds)

200
100

2:50 PM 2251 PM 252 PM 2:53 PM 2:54 PM 2:55 PM 2:56 PM 2:57 PM 258 PM 259 PM 3:00 PM 3:01 PM
Date - Time

. Dispatched CPU Time . CPU Queuing Time [l Disk Time B Journaling Time

[ Operating System Cantention Time B Lock Contention Time [l Ineligible Waits Time — Partition CPU Utilization

3:02 PM

Quadiad) uonezinn ndd
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Job Watcher — Interval Detalls

.

7N\
thirty

N years
T
= Object level information, holder information, call stacks, sql statement (if applicable)
= Can move to the next interval or specify an interval number
Thread or Task Details
Job information: QZDASOINIT/QUSER/128962 - Priority 20
0000000000000005
Current user profile: LISAW Pool: 2
Object waited on: INVENTORY INVENTORY T, ————. . --20N PHYSCIAL FILE MBR - DATA PART
Wait duration: 581 milliseconds Segment type description: DB PHYSICAL FILE MEMBER
RECORDS
Current or last wait: DB record lock: update Wait object library: None detected this interval
Holding job or task: QZDASOINIT/QUSER/128850 Intervaltimestamp: 0 Tooan s, J014 38 es P ™ I
=S drentjob™ None detected this interval Interval (1 to 684): ;] ’1747 >
—IMH I————————————l
) L2l Stack—
--- Select Action ---w \ ‘o
| Call Level rProgT\ Module Procedure
& qutde_block_tra
2 longWaitReceive _9QuCounterFR12RmprReceiverP
| 3 DBLockConflict__ 15RmsIDBHashClassFR11RmsIPIm
= rmsiDBHLock  FR1iRmsIPImpLad
5 getLockWithWait___18DbpmUpdateResourcede
6 getlLock _18DbpmUpdateResourcead
7 getRowlLock __18DbpmUpdateResourceFCUIRCSDbp =
ﬂ 8 execute_ 18DbpmUpdatelLockNodeFR13DbpmQuer ’_I
B 39 vPositionNextAndExecute 18DbpmuUpdateLockNod -
=10 positionNextEntryAndFetchOutline_ 17DbpmReadO
— SQL Statement
¥ 1nclude Host variables
SELECT QUANTITY FROM WAREHSE42.INVENTORY WHERE ID=*DATA FORMAT ERRORTITY FROM WAREHSE42.INVENTORY WHERE ID=? FOR
UPDATE 70



Job Watcher — Show Holder

P TN

Perspective _-il Edit ﬂ View EI \I
Thread or Task Details 1
Job information: QZDASOINIT/QUSER/128963 - 1 Priority 20
0000000000000004 I
*-E[JFFQHHJEEF---'EIEMF------------’ Pool: 2
profila:
Object waited on: Mone detected this interval Type description: Mone detected this interval
wWait duration: 542 milliseconds Segment type description: LIC HEAP (MWS) AREA DATA
Holding job or task: MNone detected this interval Interval timestamp: Jan 3, 2014 2:33:38 PM
Show Holder | Interval Number (1 to < | |o =
- 684):
Call Stack
| ——- Select Action -—— =
| call Level | Program | Module | Procedure |
1 qutde_block_tra
! 2 longWaitBlock___23QuSingleTaskBlockerCodeFP2
|13 sleep___17LoMiThreadSleeperFQ2_4Rmprl8Interr
|4 sleep___14lLoSleepManagerFiQ2_4Rmpri8Interrup
|s
i 6 recv___8loSocketFR15LoSocketManagerPctT 3
7 recv_ FEPcNZ1P7timevall5SLoAddressForm
i 8 recvHandler__ FP16LoSocketRecvDa
9 socket
i 10 #cfm
|11 syscall_a_port
| iz QSOSRV1 QSOSYS re
Total: 20
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Disk Watcher

Investigate Data

Perspectives

Selection

- SDisk Watcher

- EdStatistical Overviews

[~ *Disk Statistical Overview

[~ #* Disk Statistical Overview by Disk Pool
|— # Disk Statistical Overview by Disk Unit
— ® Disk Statistical Overview by Disk Path
- A Statistical Details

I: ® Disk Statistical Details by Disk Pool

* Disk Statistical Details by Disk Unit
® Disk Statistical Details by Disk Path
BETrace

- EDisk Watcher Database Files
EJob Watcher
ECollection Services

| Display | | Close |

Statistical Overviews

Description

Charts that show a variety of performance statistics from Disk Watcher statistical
data.

Default Perspective

Disk Statistical Overview

Collection

Collection Library Collection Name

| common ~| [Most Recent
Most Recent
All
DAWNDW (*DWFILE)
 DAWNDWFULL (*DWFILE)
DAWNDWSTAT (*DWFILE)
DAWNFULL (*DWFILE)
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Disk Watcher — Statistical Overviews ’@_/LIV

Disk Statistical Overview
Perspective B Edit B] View B] History B]

- Select Action -

Disk Statistical Overview

14,000 8
12,000 7
H
10,000 %
z
= z
i
G H
g ‘ I 3
g
:
HHHHH - '
P
IIIIIIIII||||h——.‘IIIII| | \
Al 9:00 AM 9:05 AM 9:10 AM 5 AM 9:20 AM 9:25 AM 9:30 AM
.
W vrites Per Second M Reads Per Second Other jOs Per Second — Average Write Response Time
— Average Read Response Time — Average Other |jOs Response Time — Average I/0 Response Time Disk ;l::ltﬁ | Total writes Time _ Total ) ;;epr:g;ev_:lr':: | Reads Per _ Total Reads 'I'ime _ Total
Unit Second (Microseconds) Writes (Milliseconds) d (Micr ds) Reads
20 80.56 175950662 185018 0.95 49,71 282724690 11415
17 89.22 191215563 204939 0.93 40.68 264619450 9343
13 81.02 179679328 186452 0.96 48.84 274793662 11239
. . . . 19 80.7 167715597 185126 0.91 49.57 284330764 11371«
DISk Statlstlcal Detal IS 23 82.14 171567291 188592 0.51 49,25 282267097 11308
14 81.32 174688160 186611 0.94 48.63 271365018 11160
18 86.36 183961541 198247 0.93 43,92 263163367 10082
- - 24 776 166812672 178266 0.94 53.79 280611909 12356!
y |S n |t 21 86.23 182932893 198541 0.92 44,63 263267334 10277
15 75.48 169810668 173437 0.98 53.44 264217243 122791
22 83.29 182276882 191257 0.95 47.69 241121731 10950-
16 81.63 168328084 186885 0.9 48.91 248662038 11198
5 75.44 169945071 173097 0.98 52.43 232447562 12029
12 81.86 177664449 187639 0.95 47.6 211450426 10910,
6 74.9 161260837 171746 0.94 52.59 221205441 12058
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. 7\
Disk Watcher — Trace Data thirty

I/0 Counts by IOP, I/O Type, Pool, Object, Object Type, Module, Procedure l

Total I/O Counts - what object the

Perspective® Edit= View @ History =

8 %% 7 # || = Select Action ===+ I/O is for, along with the module and
Total _| IOP . I/0 . Pool _| Object Object Object | Module . .
ek 1/0s Name  Type /Number |Name Type 'Subtype |Name ] procedure that d|d the |/O on tha.t ObjeCt.
O 1401057 CMBO1 SRd 3 CUSTO0000B 90 #dbbring
=] 564279 CMB01 SRd 2 DAILY000C0B 90 DbpmDspAcct
O 251838 CMBO01 SFt 3 CUSTO0000B 0 DbDsCursor T | P F I
O 142494 CMBO1 SFt 3 CUSTO0000B 90 stringHighUse Ota ag e au tS
O 110125 CMBO1 SRd 3 DAILY000CO0B ¢ Page Faults by I0P, Job, IO Type, Pool, Object, Module, Procedure
O 107883 CMBO1 SWt 3 Q04079N00B € Perspective = Edit = View = History =
O 107111 CMBO1 SWt 3 Q04079N00B < Cheliel =22 === Select Action ===+ |
O 106897 CMBO1 SWt 3 Q04079N00B € | Total 0P Qualified Job Name _ I/0 | Pool ) ) )
0O 106614 CMBO1 SWit 3Q04079N0 0B ¢ Select éFP:EIis =l ane '5or i Nane “Type “|Number ~ Object Name - Object Type - Object Sub
o 106074 CMBO1 ~ SWt 3 Q04079N00B A 5978 CMBO1  USRJOBOO2AEDGE SFt 3 CUSTO00001CUSTO00001 0B 0
| 89348 CMBO1  SWt 3 Q04079N00B | — 045406
O 89031 CMBOL  SWt 3 Q04079N00B o O 5937 CMBO1 gf;igssGOIAEDGE SFt 3 CUSTO00001CUSTO00001 0B 90
o 88506 CMBO1  SWt 3 Q04079N00B ¢ O 5871 CMBO1  USRIOBOOSAEDGE SFt 3 CUSTO00001CUSTO00001 0B 90
O 88149 CMBO1  SWt 3 Q04079N00B ¢ = 0454039
o 87653 CMBO1  SWt 3 Q04079N0 0B c 1 5870 CMBO1 §f§i§§°°4AEDGE SFt 3 CUSTO00001CUSTOO0001 0B 50
4 86029 CMBO1 ~ SWt 3 Q04079N00B ¢ o 5800 CMBO1 USRIOBOO3AEDGE SFt 3 CUSTOD0001CUSTOO0001 0B 90
| 85626 CMBO1  SWt 3 Q04079N00B - 045407
o 85401 CMBOL  SWt 3 Q04079N0 0B ¢ 1 5755 CMBO1 (L;fsr{i?fomaEDGE SFt 3 CUSTO00001CUSTOO0001 0B 90
/ = 5691 CMBO1 USRIOBOOSBEDGE SFt 3 CUSTO00001CUSTOO0001 0B 90
/0 type 045413
yp =i 5629 CMBO1 USRIOBOOBBEDGE SFt 3 CUSTO00001CUSTOO00001 0B 0
= SFt = Segment address range fault 045412
=i 5623 CMBO1 USRIOBOO7BEDGE SFt 3 CUSTO00001CUSTOO0001 0B 50
= SRd = Segment address range read 045411
= SWt = Segment address range write

External Object Types:  hitp://pic.dhe.ibm.com/infocenter/iseries/v7rimO/topic/rbam6/rbam6obijecttypes.htm 74
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Performance Explorer

[+ =3 Performance Explorer

I
EI._

- Elperformance Explorer Database Flles

Select |
O

O

‘aperf-::-rr"na nce Explorer Data

|_ ® profile by Procedure
|“ ® profile by Component

® pierarchical Trace Profile
— 'Jc:-l::.."'!'hrean: List

FEE A = =

Profile by Component

--- Select Action ---~

| Total | Component |
b Total

SLIC Common
Functions

SLIC
Database

Procedure Name | Hit Count |
683(100%)

335
(49.05%)

118
(17.28%)

#dbrsgmn.#dbrsgmn 85(12.45%)
sExecute_ 42VariableLengi6(0.88%)
sExecute  14HashOperatic 3(0.44%)
sExecute__17PackedDivide 2(0.29%)
sSad__19VariableLengthFie 2(0.29%)
vPositionNextAndExecute_ 2(0.29%)

Profile by Procedure

Perspective ®l Edit 2 View 2l History &l

i =
Program Name
CFTSMPI
STRHU
DBRSQMN
'CUSTOMER CUSTOMER
READER
DBPM2010

--- Select Action ---~ ‘
fi| Module Name

READER

SMMUTLH
HvString
SMMSSUBH

QDBGETM QDBGETM

2| Procedure Name
#cftsmpi
do_copyMemorylLarge
#dbrsgmn
#DBXFMP2
READER

sExecute__42VariableLen(SLIC Database

trimRangeForRead  14Sn

HvString
findStealablePage  20Sm
QDBGETM

 Component @ | Hit Count
SLIC Common Functions 332(48.61%)
SLIC String Functions 94(13.76%)
SLIC Database 85(12.45%)

MI Other 45(6.59%)
MI Other 27(3.95%)
6(0.88%)
SLIC Storage "
Management 610 BESk)
SLIC Hypervisor 4(0.59%)
SLIC Storage .
Management H.-HESe)
XPF Database Other 4(0.59%)
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N\
Performance Data Reports tE{LIV

“Executive” Reports Z)%\(« = Create a group of printed or online graphs of
= Performance = performance perspectives.

Investigate Data
Manage Collections

All Task . . -
T e 200 = Generate a PDF or zip file containing the

Disk Status requested graphs for the collection

Manage Caollections
Inwvestigate Data
Performance Management for Power

Systems = Use for weekly reports

System Status
= Cellections

Conwert Collection
Copy Collection Create Perfformance Data Report

Create Performance Drata
Crelete Collection

Restore Collection

Sawe Collection Start here with Reports ->
=] Reports / p

Lelouslies Shie Al Sl sl Performance Data Report Definitions

Collectors

http://www.ibmsystemsmag.com/Blogs/i-Can/Archive/performance-reports-with-the-performance-data-inve/
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Report Definitions R —

Add Definition
Delete Definition
Mew Based On
Report Definitions

—+
—_
GE)
<

Performance Data Report Definitions - Etc3tl.rchland.ibm.com

== | @ S5 i Actions = -Fl|t-2I - >
| Name Description
=L Mo filter applied 2
Health Indicators A predefined performance
System Owverview A predefined performance
Resource Consumption A predefined performance
Report definition: | Ssystem Owverview -|
Output type: PDFE -
Collection: Most Recent -
Library: QPFRDATA =~
Type: Collection Services File Based Collection

| OKJ | Cancel J
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Create your own Report Definition

Performance Data Report Definitions - Etc3tl.rchland.ibm.com

Add Performance Data Report Definition
Add Performance Data Report Definition

Mame: [

Description: |

Perspectives

MNone

’»‘_S_eic_t__[ Perspective | Package

Collection
Collection: Most Recent
Library: ‘QPFRDATA -
Type:

Cover Page

Title:
[¥#] Report definition name
Date created
[¥] Perspectives
Collection name
ok | | cancel

Add Performance Data Report Definition

~>

Filter
Collection name: CsS228229ND (*CSFILE)
Library: COMMON -
Perspectives
*_ Jpatabase
0+ ‘Acollection Services

® oy utilization and Waits Overview

= | - B

Filter

Actions ¥

Name

| | =
No filter applied | Refresh

Health Indic: :'-—-:D Adwvanced Filter

System Ovell 4 Export »

Resource C Eﬁ Configure Options

New » Add Performance Data Report Definition... |

A predefined performance
A predefined performance

A predefined performance

dd Perspective

Add Pe

Mame:

Description:

- Add Performance Data Report Definition

rmance Data Report Definition

[oemo Report |

|Rep|:|r't prepared for my prezentation

Perspectives

® pecource Utilization Overview
?" Cliob Statistics Owerviews
| = DM
+_ I:-II::F’L.I
B Cpisk
- ehysical Disk 1/O

Svnchronous Disk /0O

D

L

_’_!_

| ——- Select Action -——w

B

Select | Perspective | Package

—

—

CPU Utilization Collection Services
and Waits
Owerview

Page Faults Collection Services

Chwverview
Synchronous Collection Services
Diisk L/O

Chverview
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77\
Create Performance Data Report thirty

Report Definitions - Rchwvikes.rch.stglabs.ibm.com

@ | @ i @ Actions -+
MName
[ ... | Mo filter applied

_|f|'§_| Health Indicators
[+] lifs] System Overview

lﬁ?_l Resource Consumption

Description

A predefined performance

pup ——
Create Performance Data Report...
T e, PR

Mew based on...
Drelete...

Properties...

Report definition: | bemo Report =

Cutput type: PDF -
Collection: CS228229ND (*CSFILE) - Feb 28, 2008 12:00:02 AM -
Library: COMMOMN =

Type: Collection Services File Based Collection

DK_] [ cancel ]
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: A
Resulting Report (PDF example) thirty

CPU Utilization and Waits Overview
Namei: €s228200nD Nime RcnasTio Seare Feb 25, 2008 12:00:02 an
et Cotlection Serices File Based Caneron Fr Fen 20,7008 TnmAn A
60.000 100
Feb 28, 2013 10:03:43 AM

Performance data report definition: & 20.000

H 2
Demo Report [ o000 § i E

o - Pz;e Faults O:fenliew
Leeaos Namecor £52282208D Narme: RCHASTNO Seart Feh 28, 2008 12:00:02 AM

Repor‘t title: %;:gzll.zﬂ‘ﬁ“’inr. Fased Catecion BieFesa s nras i o0
Example Report based upon COMMON performance collection

naioible Wane Ti

4,000,000 ¥
i i i " 2 2 -
Perspectives included in report: g i
CPU Utilization and Waits Overview . | I | |ooe
Fage Faults Overview [
Synchronous Disk /O Overview St I [
Synchrenous Disk 1/0 Overview ' I8 A i HH T

Library/Collection used for report: T
Common/Cs228229nd

10,000,000

g sonooo0

S c.000,000 |
4000000

2000000

815 Am 15 pa

Date - Time
[l Toral Synchronous Disk /0 Reads [ Tetal Syncarancus Disk 1/ Writes  —— Average Resd Response Time
— suerage write Response Time

PU0IIS g SynEY

80



Integration with Active Jobs

(] AL d s

o = ENCTNTRNT S

_____

Reset Statistics
Printer Output
Job Log

Details *
Reply

Hold...

Release

Mowve...
Delete/End...

Performance »

Properties

VW aITIg ror ome interval
Waiting for time interval
W aiting for time interval
WWaiting for time interval
Waiting for time interval
Waiting for time interval
W aiting for time interval

W aiting for time interval

A

e interval
Elapsed Performance Statistics
Investigate Job Wait Data 3 —
Start Job Watcher

Collection Services data - Job
wait data — what happened up to

now

R Active jobs — what's
Dmma: happening right now

Qwgadmin

Walts for One 1ob or Task

Perspective (=] Edit (o] View 2] History (=]

=

Time System
Name(s): QZ74000005 Start: Oct 1, 2006 12:00:06 AM  Mame: ISZ1LP13
Library QPFRDATA End: Ongoing Release: V7R1MO
Type: Collection Services File Based Collection
| --- select Action --- I
| Waits for One Job or Task
0.3
]
0.25 4

Time Geconds)
=
R
(L]
Il

T
1:35 Al

T T
3:35 Al

T T
2:05 AM 2:35 AM 4:05 AM
Date - Time

CPU Queuing Time

0 s
12:05 AM 12:35 AM 1:05 AM 305 AM

Dispatched CPU Time
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Integration with System Status

System Status -

Last refresh:

7N\
thirty

System Status -

3/8/132 12:46:53 PM

Sysi

| System Resources Health Indicators _]

Last refresh:

3/8/12 12:46:53 PM

Jobs
General Last refresh: 3/8/13 12:46:53 PM
Total: 4,537
0 |
i Active: 262 General Total memory: 4,095.00 MB
Procassors | - -
Addresses used £ Active Memo |
Memory | B " Jobs .
ermaneant: 0.010 % = - -
Dick Spcice | S amposany: TEEEE B et Memory Pools Health Indicators
Addresses | Total disk space: 95.44 GB Memory
System disk pool i
Capacity: 95.44 GB Eusk Spece
Usage: 79.118 % Addresses
|

System Status - etc2tl.rchland.ibm.com

Last refrash: 3{8‘13 12:46:53 PM

General

Jobs

Processors

Memory

Disk Space

Addresses

CPU usage (elapsed):

Type of processors:

Processing power:

Virtual processors:

Interactive performance:

Shared processor pool usage (elapsed):

Uncapped CPU capacity pool usage (elapsed):

Conaral Total disk space: 95.44 GB
e System disk pool
0.0 % Capacity: 95.44 GB
Processors
Shared - uncapped Usage: 79.118 %
. - Memo
0.20 processing units ki Temporary storage used
2 Disk Space Current: 2,407 MB
0 % Addresses Maximum since last system restart: 8,435 MB
0.0 % Disk Status |
0.0 %6 | Storage System Walues _]
| | Disk Health Indicators | |}
| | |
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Integration with Disk Status thirty

bisk Status - . SRR | |

Refresh| Elapsed time: 00:00:00

= ;
> [ @ - Actions W
Investigate Disk Data
| Unit S kel | S ey TWIBY) % Used % Busy
tart Disk Watcher
— o E
(3%...] No filter appliec  Reset Statistics e
- 1 | rerspecive @1 £dit @ view 81 Histo
| @ COEL.EFHF‘IS... Perspective ] Edit [#] Vi ] History [#]
R Collection Time System
| @ 2 a MName(s): Q067000002 Start: Mar 8, 2013 12:00:02 AM Name: Z1433DP1
E Refresh Library: QPFRDATA End: Ongoing Release: V7R1MO
_l -3 I Type: Collection Services File Based Collection
@ :‘? Advanced Filter File level: 38
—| 4 Average Response Time
@ @ Export (" [[=—select Action -~
- e
- Configure Options

Milliseconds
o2

Disk Unit Name

EA sverage Response Time
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thirty

N\ years

Investigate Data
Database

v" Requires 2015 PTF groups, including the database group
v' Must have the Performance Tools LPP Manager feature installed

v" Available on IBMi 6.1 and 7.1 with PTFs
e [Included with IBM i 7.2/7.3
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Integration with Database t'/hi;__rjy

N years

= Leverage the capabilities of PDI with valuable data gathered from database

PDI charting of
« SQL Plan Cache Snapshots
* SQL Performance Monitor files

Collection Services collection of job-level SQL metrics

Visual charts and/or tables in PDI that are focused on database related metrics

Navigation between database and performance tasks
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Database Perspectives

Investigate Data - Performance Data Investigator

Perspectives Selection

I?' Dperformance Explorer
I-" [':lDisk Watcher

- [:IJOb Watcher

+" DHeaith Indicators

i-__ uCo llection Services

@Database >

Collection
Collection Library Collection Mame
QPFRDATA -~ Most Recent
Display | [_ Search _] | _Options | | Close |

7N\
thirty
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.

Integration with Database — package overview t\h!-rly

Database Package for 6.1 Database Package for 7.1+
e Database Locks Overview * 1/O Reads and Writes
e SQL Performance Data e SQL CPU Utilization Overview
— SQL Plan Cache Snapshots and Event Monitors e Database Locks Overview
— SQL Performance Monitor Database 1/O
‘ADatabase il 1
s ke Overview — Utilizes Job Level SQL Metrics
7 SIS0 Performance Data « SQL Cursor and Native DB Opens
o oot At M « SOL Performance Data
O-"AsSQL Perﬁ:urma_ﬂce Monitor [ S patabase Monitor
¢ SOL Overview ® 1/0 Reads and Writes onitors

® SOl Attrnibute Mix

o SOL CPU Utilization Owverview

® Dotabase Locks Overview
dpatabase /O

JSQL Cursor and Mative DB Opens

JSOL Performance Data
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Integration with Database tg_l_/r_‘sv

Launch “Investigate Performance Data” from various Database tasks

SQL Plan Cache Event Monitors - 33dpl

Databasze: Zh22dp1
e | B~ E Adons ~

SgQL Performance Monitors - Z1433dpl | Mame Status Schema

Mo filter applied
Databaze: Zh22dp1

ES myeventmoni Ended FLANAGAN
= | @ it fﬁ Actions = B EE.QL Plan Cache Event — POITESTLIE
ES soL Plan Cache PDI Al ZZLIB
Mame Type Status nalyze...
Mo filter applied Investigate Performance Data...
o amanitorz Dretailed Ended
Ed st Detailed falcome 3¢ | SQL Plan Cache Snapshots ¢
% as End |
ey asmalltest Analyze...
By asum Investigate Performance Data...
Database: Zh22dp1
a:y | @ o % Actions ~ Filter
Name Schema
| Mo filter applied
=g asmalltest2 QGPL
Ed = kxkSnapshot ZZLIB
=5 Irpt Analyze... Lep

&5 my snapl Inwvestigate Performance Data...
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Launch PDI from System | Navigator client

; gﬂ- Database Maintenance

: Database Mavigator Maps

% SQL Performance Monitors I
SQL Plan Cache

i) SQL Plan Cache Snapshots

"‘-'9._1; Transactions

@i, OmniFind Text Search
! File Systermns
H Backup
b Application Development
L, AFP Manager

1] | »

- L sibrm.com

—
(15*)
3=
alr+
<

Bl my perfm Detailed Ended DEBUG Q
BRI QGPL  CLTESTL Detailed Ended QGPL c 7 1
i QGPL D c .
ERIQGPL CLTESTS End C
BRIQGPL  CMPL T C
ERIQGPL  CRT1 il SR s
% QGPL CRT2 Inwvestigate Perforrmance Data... “
R QGPL MYFILE Show Statements... s
EHSCOTTF LASPM i 18
BRsSCOTTE  KMOM B K
ERISCOTTF MARYI Comments... ¥
BRSCOTTF MOMNL = b
ERSCOTTE MOMZ SIEtE... (¥
ﬁlqr NTTE  RAMIMZ Rename... V)
-«
Properties
& B® SQLPlan Cache E5 THO2011467PLANCACHE 0201232... THO2011467 1

= 0L Plan Cache Snapshots

"fb"cp Transactions
=, OmniFind Text Search

=2 File Systermns

Backup

@ Application Development
F8, AFP Manager

(10 | 2

ks -1
1 a connecticn

s.abm.com

m=a THO2021468PLANCACHE 0202112...

"] THO2021469P LA
=3 THO2031470PLA
=3 THO2031471PLA
= THO2041472PLA
=) THO2071474PLA
&= THO2071475PLA
=) THO2081476PLA

= THO2081477PLA

A THN2NQTATRD] A
L5

THO2021468 1

Inwvestigate Performance Data...
Show Staterments...
Compare...

Comments...

Delete...

Rename...

Properties
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SQL Overview

Several graphs:

Query time summary
Open summary
Open type summary

Statement usage summary

Index used summary

Index create summary

Index advised
Statistics advised
MQT use

Access plan use
Parallel degree usage

7N\
thirty

Investigate Data - Performance Data Inves

Perspectives Selection
- Name
[ :_—]Perf uuuuuuu Explorer SQL Overview
B Upisk watcher oo
il Descri ption
—'dob Watcher This perspective gives a comprehensive picture of how queries are running owverall.
B~ Uyiealth indicators
B Olcoliection services
O ‘dpatabase

B Clpatabase /o

- ‘Asol performance Data
- ‘AsoL plan cache

Collection Library Collection Name. :
DMMLIB - Plan Cache Snapshet for PDI (SQL Plan Cache Snapshot) -

pisplay | | Search | | options | | close |

Index Used Summary

W Mo INDEX_USED M nciex used [0 mTI_UsED [ soTH

Page 1 of 1 1 Go Rows [1 & Total: 1
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SQL Attribute Mix thirty

|j_ @D atabase

Several graphs: e

iJ_'l“ ‘M=ol performance Dats
]

J\'—'iSQL Plan Cache

i Sta.tement Summary T | ® S0 Overview
— ® 5oL attribute Mix
o - uscu_ Performance Monitor

i Statement type Summary B ILIWEII'IQI'IEII'I testa

Collection

H Collection Library Collection Name
* |solation level summary . e e

 Allow copy data summary

« Sort sequence summary
 Close cursor summary
 Naming summary

e Optimization goal

M call statements I sclect Statements [ update Statements [ insert Statements

Y Blocki ng Su m mary Delete Statements [0 pata Definition Statements B other Staternents
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Investigate Data

PDI Fan Club Favorites

P .

y h
— b
-'/ 4 A
| — |
N '
= 4

<
~Ey =

(some not available on 6.1 & 7.1) '
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Physical System Charts — Frame view of Performance tE'_{IV

Collection Services has the ability to collect certain high-level cross-partition processor performance metrics for all logical partitions on the
same single physical server regardless of operating system. This is available on Power 6 and above servers. When this data is available, it
can be viewed via several perspectives found under "Physical System".

(| Phvysical System

b Logical Partitions Owverview

® Donated Processor Time bv Logical Partition

b Uncapped Processor Time Used by Logical Partition

® \/irtual Shared Processor Pool Utilization

® physical Processors Utilization by Physical Processor

' : - R R - General Hardware \irtual Adapters SR-IOV Logical Ports Settings Other
Dedicated Processors Utilization by Logical Partition Name: + [
- - - ID: 20
® o vsical Processors Utilization by Processor Status OweE| environment: 1BM i
' State: Running
Phvsical Processors Utilization by Processor Status Detf| Atention Leb: on
Resource configuration Configured
OS version: IBM i Licensed Internal Code 7.2.0 3060 0
Current profile: CTCLPMDS
System: 9179-MHD*1016B3P

Allow performance information collection I

HMC option to enable performance collection must be turned or|~ o e o e omenaes,

Restricted]1O Partition

for the IBM i partition to collect the data > Syme cument configuration Capabity [Svne tumed oFr u
[ ok |[ cancel Help

http://ibmsystemsmag.blogs.com/i_can/2009/10/i-can-display-cpu-utilization-for-all-partitions.html
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http://ibmsystemsmag.blogs.com/i_can/2009/10/i-can-display-cpu-utilization-for-all-partitions.html

Logical Partitions Overview thirty

Logical Partitions Overview

x> e H

800,000 200 %
700,000 - &
= =
2 600,000 | L1150 3
=2 —3
£ 500,000 - Uncapped CPU Time Used (DENVER): 5,579 =
- Date - Time: Jan 27, 2016 12:06:00 AM L5
< 400,000 - oterval Number: 5 [FA00: &
4 =
£ 3000004 =
i MM — =
= 200,000 —— 50 I
o =2
100,000 | ——— — i 2
— ‘\ [ =
12:02 AM 12:04 AM 12:06 AM 12:08 AM 12:10 AM 12:12 AM 12:14 AM 12:16 AM 12:18 AM 12:20 AM
Date - Time
CPU Entitled Time Used (CHICACO) 8 Uncapped CPU Time Used (CHICAGO) CPU Entitled Time Used (MEMPHIS)
il Uncapped CPU Time Used (MEMPHIS) CPU Entitled Time Used (ORLANDO) ¥ Uncapped CPU Time Used (ORLANDO)
CPU Entitled Time Used (DENVER) B Uncapped CPU Time Used {DENVER) Average Partition CPU Utilization (CHICAGO)
—— Awverage Partition CPU Utilization (MEMPHIS) —— Average Partition CPU Utilization (ORLANDO) —_Awarage Partition CPU Utilization (DENVER)
= 4 IBM partitions on system - all running IBM i (shared/uncapped)
» On a single chart, we can see:
* Average CPU utilization for each partition__ i
opdrating Al s ozt [ CPUEnuued Time , [Uncappeaceu . | ponated
. . varm
e CPU Entitled Time Used eros : .
osos o o S rsaa s rss0 0 saur
* Uncapped CPU Time Used o . Z siorae - s .
. is/05 B i 30804 s0.45 3497 o295
. I d Table d e : -
Leverage tooltips and Table data = : ¢ o & i o
i5/0S 13 4 116726 47.66 170108 1665



12X Bus Utilization thirty

= (Spring 2014) PDI now has integrated charts that show views of how
resources at the bus level like 12X loops and PCle cards are
performing

El Physical System
Logical Partitions Overview
Donated Processor Time by Logical Partition
Uncapped Processor Time Used by Logical
Partition
virtual Shared Processor Pool Utilization

Physical Processors Utilization by Physical

Processor General Hardware Virtual Adapters SR-IOV Logical Ports Settings Other
- . . . Name:
Dedicated Processors Utilization by Logical o *J:‘”PARTI
Partition Environment: 1BM i
. . . State: R
Physical Processors Utilization by Processor Atention LED onne
Status Overview
Resource configuration: Configured
Physical Processors Utilization by Processor o8 version: 1BM i Licensed Internal Code 7.2.0 3060 0
- urrent profile: CTCLPMDS
Status Detail System: 9179-MHD~1016B3P

Shared Memory QOverview
Full System I/O Architecture
Allow this partition to be suspended.

All 12X LOODS RestrictedIO Partition
A” PClIe Gen?2 Sync current configuration Capability Sync turned OFF j

oK Cancel Help

Allow performance information collection I
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Collection Services - Disk Reads and Writes Detall @

- ‘Apisk
- ‘Apisk Response Time EoodMlsteNa o o Siliie
®m- Cpetailed }‘f o il X
® Disk I/O Rates Overview 25,000 25
*®pisic I/O Rates Owverview With Cache S
# Disk 1/0 Average Response Time Overy 20,000 [ 20

*® pisic I/O Total Response Time Owerview

® Disk I/O Total Service Time Overview Lo [

® Hisik Reads and Writes Detail

10,000

Operations Per Second

5,000

One perspective with several , FEEpnare (PR T A B m N

2 2|5 & Blalke s
T T T T T T T T T T T T T T T T

12:05 AM 12:35 AM 1:05 AM 1:35 AM 2:05 AM 2:35 AM 3:05 AM 3:35 AM 4:05 AM 4:35 AM

key charts, such as: 2
« Read and Write response B e e
times and rates e e e

» Disk hardware information = D I e+ ey

(spu0dag) awi| asuodsay abeiary

B

Read Response Time —_— ilrite Response Time

o
[~  Internal 433A i 2837 11 2016/10/12 00:10:00
| = intemal 4338 i 2837 11 2016/10/12 00:15:00
| = 1ntemnal 433A i 2837 11 2016/10/12 00:20:00
| = intemal 433A i 2837 11 2016/10/12 00:25:00
Installed Disk Hardware
o 5 =2 | --- Select Action --- w
Select | ASP Number ~ | Disk Unit Type ~ | Feature Code ~ | RAID Type ~ | Unit Count -~ (ZSB'; Capooity ~ | Disk Used ~ | Average Unit Size -~
I i L L 1 I (cB)_ i
| '_ 1 15K SAS HDD N/A RAID-5 11 2837.4 54.21 257.9
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Collection Services - Java Perspectives

| | --- Select Action --- =

IBM Technol

v for Java v Overview

E:l_ I!aJEI'\'\."EI

b IEM Technology for Java Memory Owverview
®1em Technology for Java Memory by Job

-

700,000
600,000 —
500,000 —
400,000 —

300,000

Size (Kilobytes)

200,000

100,000

5 3

o

T T
4:55 AM 5:00 AM 5:05 AM

EE Heap In Use

Bl currem Heap Allocated

Find that job using a lot
of heap...

77
é
|
Z
p
7
Z

-
=]
e

W
(=]
-]
) uone2inq ndd

200

| --- Select Action ---w» | |

BM y for Java Memory by Job

CAS/QCPMGTDIR/026653
ADMIN2/QLWISVR/ 026577
ADMIN3/ QLWISVR/026571

ADMIN4 / QWEBADMIN/ 026563
ADMINL/ QLWISVR/ 026564

Full Name

QYPSJSVR/QYPSJSVR/026171

QPOZSPWT/QCPMGTDIR/ 026716
QSRVMON/QSYS/026131

B Curremt Heap Allocated — Peak

Size (Kilobytes)
) o O o D
o™ of® A o8° o
2 2 3 =

B Heap In Use - Peak

B Malloc (Break) Memory - Peak
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Database - SQL CPU Utilization Overview thirty

| SQL CPU Utilization Overview
Y@ e AR

250

0O ‘Apatabase
- I/O Reads and Writes 200 ]
- SOL CPU Utilization Owernview
. Database Locks Owverview
B (Clpatabase /0

Partition level

150 4

= : 100 |
= _]SOL Cursor and Native DB Opens

CPU Utilization (Percent)

B _Jsol performance Data

]
e
|

10:35 AM

10:05 AM 11:05 AM
Date - Time

W Hon-SOL CPU Utilization

9:35 AM

8:05 AM 8:35 AM

|| Bl sOL cPU tilization |

SQL CPU Utilization by Job or Task
perspective Bl Edit Bl view B History Bl

much of your CPU

--- Select Action --- w

utilization is due to SQL sau cou wsiiasion

3 e faE

CPU Utilization (Percent)

QZDASOINIT/ QUSER/ 205355
QZDASOINIT/ QUSER/ 205371
QZDASOINIT/ QUSER/ 205339
QPMRSYSCMD/QSYS /205316

Job level

QPMRSYSCMD/QSYS/ 20531
CRTPFRDTAZ2/QSYS/ 2051

CRTPFRDTA/QSYS/205
QZDASOINIT/ QUSER/ 20
QZDASOINIT/QUSER/ 2
ZDASOINIT/ QUSER/
B SQL CPU Utilization

Full Name

Wl Mon-SQL CPU Utilization




Collection Services - Memory

Pool size changes over time in a graphical view!

Note the change in pool sizes.
QPFRADJ is on.

y Pool Sizes and Fault (001-004)

ﬂMemom
® Memory Pool Sizes and Fault Rates
® Memory Pool Activity Levels

® DB and Non-DB Page Faults

e

25

s,ooo—m B

7,000 III III I »_20
“« W— L L L
Z 6,000 — | s —  — — — =y
= — == 1= I=EIEIE=EI= = 1= 1= == — — = .
& — — — e — — — -
g —_— s | s | e | e — — s | e | e | e | —— -
= 4,000 — e | s 1 s | s | s e | s s | s | s | s | s &
~ — —l— = = = = = = = = | = | = | =T R
> — ) e | w— ) w— — w— w— w— — w— —  S— =
= 3,000 — e e o o o o o o | o | o | E
s === — —] — —

o — NN S SIS SN SSSS— ) SN SN SN SES— SES— ) SSS— SS— S—
2,000 —— 11— 11— —1 —— —1 = 1 5
[r— — — — e — — — — —

— —le e e e = e = ==
1,000 —3 e — — — — — — e | — | — — —
BISSISSIS siInmISISsISISISISESSISsISIS mo
11:35 AM 11:50 AM 12:05 PM 12:20 PM 12:35 PM 12:50 PM 1:05 PM 1:20 PM

Date - Time

Pool Size (001} B Pool Size (002) [ Fool size (0032)

Pool Size (004)
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Collection Services - Memory = Drilldown

Page Faults by Job or Task

Memory Pool Sizes and Fault Rates (001-004)

| |- Select Action ——w | |

Memory Metrics for One Pool )
Memory Pool Activity Levels

QPMRSYSCMD/QSYS/064090
QPMHDWRC/QSYS /064089
QYMEPFRCVT/QSYS /064086

CFSLTOOD

Q1PPMSUB/QPM400/064156

Full Name

OYMEARCPMA/QSYS /064085
QZRCSRVS/QUSER/064149
QPWFSERVSO/QUSER/064142

CAS/QTMHHTTP/064093
ADMIN/QTMHHTTP/ 064094
Ql1PDR/QPM400/064091
Q1PPMCHK/QPM400/064102
QI1PPMCHK/QPM400/064117
Q1PPMSUB/QPM400/064120

EZ] Faults Per Second

i EEEERERERERERER
ERE
e

IR R 2 3 G2 3 G2 0 G 0 G G I I I T 1 I J J o R Kk

1% DB and Non-DB Page Faults

Page Faults by Job or Task

Faults Per Second waits by Pool
Disk Waits Overview

6“ Memory Pools Health Indicators
Export

Meodify SQL

Size next upgrade

Change Context

Show as table 74
Table Actions »

I,

| Size (Megabytes)

10O Pending Faults Per Second
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A
Collection Services - Storage Allocation Perspectives @y

éle_Ek Selection

~ @ pisk Response Time Name

Storage Allocation/Deallocation Overview

'!jstoraqe Allocation

Description

. Sto!gg_e MBEEEWDEE“GCEED:H Ohwernview This chart shows all_cacatlon and d_eallocatlon of the temporar\_,«' and perma_ner‘lt
- storage for all contributors over time for the selected collections. Use this chart
Storage Allocation/Deallocation byw Thread or Task to select a time frame for further detailed investigation.

| | - Select Action - | |
Allocation/Deallocation Overview

140,000

120,000

100,000

Megabytes

60,000 —

40,000

20,000 - s/

B

@
sHann

.
Sl latels)
T

= y : - “ - 3 :
12:45 PM 1:45 PM 2:45 PM 3:45 PM 4:45 PM 5:45 PM 6:45 PM
Date — Time

Storage Allocation (Megabywies) & storage Deallocation (Megabytes)
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N
thirt
Collection Services - Storage Allocation by Thread or Ta =

Selection
Name
Storage Allocation/Deallocation by Thread or Task
Description

This chart shows allocation and deallocation of the temporary and permanent
storage, net frames requested by thread or task. Use this chart to select a thread or
task for viewing its storage statistics over time.

Storage Allocation/Deallocation by Thread or Task Sorted by Allocation
| -— Select Action —w |

Storage Allocation/Deallocation by Thread or Task Sorted by Allocation

Storage Allocation/Deallocation (Megabytes)
o

Dy ) 2y
° - AR A
Il 1 L 1
BELINGA/ QTMHHTTP/ 351432 - 00000029 ittt R R R R R R R 2

BEIJINGA/ QTMHHTTP/ 351452 — 00000032 (Sl tltdeeiees el

ﬁ QZDASOINIT/QUSER/436389 - 0000000F
= ORWTSRVR/QUSER/436662 - 001A3ABT
E QRWTSRVR/QUSER/436570 - 00000050
o QRWTSRVR/QUSER/436570 - 00000051
E OQRWTSRVR/QUSER/436570 - 0000004F

QRWTSRVR/QUSER/436570 - 00000052

QRWTSRVR/ QUSER,/436662 - 001A3ABY (e esaea

T T T
® s o P e o
MNet Storage Requested (Megabytes)

Storage Allocation (Megabywtes) ] storage Deallocation (Megabyvies) —— Net Storage Requested (Megabwies)
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Collection Services - Timeline Perspective Lty

The timeline bars on the chart represent

the elapsed time of threads or tasks

Dispatched CPU Time
CPU Queuing Time
Other Waits Time

Timeline Overview for Threads or Tasks

ﬂTimeIine

L o Timeline Overview for Threads or Tasks

==

Selection
Name

Timeline Overview for Threads or Tasks

Description

This chart shows the timeline overview for threads or tasks. Use this chart

to select a thread or task for viewing its detailed run and wait
contributions.

Date - Time { Apr 14, 2008 4:15:15 PM ~ Apr 1<, 2008 5:34:00 PM )
4/14/08 4/14/08 4/14/08 4/14/08
4:28:20 PM 4:45:00 PM 5:01:40 PM 5:18:20 PM
1 1 1

ADMINZ/ QLWISVR/ 015054 - 00000412 !
ADMIN2/QLWISVR/ 015054 - 00000414 |
ADMINZ / QLWISVR/ 015054 - 00000416 —|
ADMINZ/ QLWISVR/015054 — 00000418 |
3 JO-TUNING-TASK ]
E QDBFSTCCOL/QSYS/ 012644 — oouooosnz
= DEL3BasePOO0O1 =5
= ADMINZ/ QLWISVR/ 015054 - 0000041E
= SMPOOO00O
ADMIN/ QTMHHTTP/ 015069 - 00000002
QZRCSRVS/QUSER/ 015698 — 0000004A
ADMIN/ QLWISVR/ 015056 - 000000D3 |
E&l Dispaiched CPU Time B3 cru Queuing Time E& other waits Time
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Collection Services Database Files...OAPMCONF b 500

QAPMCONF

Farzpactive Bl Egit Bl view Bl History 2]

Caollection Time System
Nam={s): QD5S7HODOOZ Start: Mar 8. 2013 12:00:02 &M Nams=: ETC3T1
Library:  QPFRDATA End: Ongoing Releass: WFRIMO
Type: Collection Services File Bas=d Collection

Il 35

QAPMCONF Panel View

- . - Library Name: QEFRDATA Processor Firmwars Time: Hs
O ‘Acollection Services Database Files
—_——— e e == e e =2 Mzmber Name: QOEFO0DD0Z Task Threshold alus (ms): 1.000
1 . P R Start Mar B, 2013 132:00:02 Secondary Thread Thre=h (m=): 1,000 Ke Infor ation
DAPMARMTRT Dizk R=sponss Time Bourdary 1 (us): 15 y m
Mzgsl Number: B1x
- QAPMBUS Dizk Re=sporss Time Bourdary 2 (us): 250 b
Syst=m Typs: Disk Respones Time Scundany 3 (u=): 1,000 a Out your systel n
- QAPMBUSINT Partition Memeany (KB): ALsazD Disk Response Time Boundary 4 {u=): 4,000
Cemm Dats Collestaa: M Dizk Respons= Time Boundary 5 (u=):  5.000
- QAPMCONE Mashine Seral Number: 1o-DesEa Disk Rmsporss Time Bourdany § (vs): 16,000
Responas Tims Bourdany 1 (ma): * Dizk Response Time Bourdary 7 {us): 64,000
o QAPMDISE Responss Time Boundary 2 (ms): 2 Disk Responss Time Boundary B (us): 256,000
| - Respznz= Tim= Bsundarny 3 (ms): oo Disk Rmspores Time Scundary © (u=): 500,000
QAPMDISKREB Resporss Tims Boundary 4 (m=]- Disk Responss Time Bourdany 10 1,024,000
Syst=m ASP Capacity (KE): s3.208.752 {u=):
L QAPMDOMING Checksum Protection On: N Hypervisor Memarny (ME): s40
“irtual Brocessors: 2 SMT Hardwars Thresds: o
- QAPMDPS Imstalied Processars: 4 Time Irtmrval [minutes): =
Remote Resporss Boundary 1 - Irtmractive Limit (36): 100.00
OAPMETH (m=) Time Int=rval {s=conds) 300
L - :?:‘:'f" Re=sponss Boundany 2 - Interactive Threshold (S6): 100.00
(m=l:
QAPMH PB e ree Bordin R Brocessar Multi-tasking Capability: System
:2:“]_‘! Responss Boundary 3 Cortrolied
-~ {m=):
System ASP Capacity (KB): 93,206,752 Output File Sy=tem ETC3TL
Pmrm 16ME Addr Remairing: 274,645,547, 584 Fartitizn Count: 2
Temp 1EME &58r Remaining 274,814,585, 200 Frosssser Folding Suppert N
Disk Resp Time Boundary 1 (ms): 1 Partitizn 10 2
Disk Re=p Time Boundany 2 [ms=) 15 Frimany Partition 10: @
Disk Re=p Time Boundany 3 [ms=) 54 Presssssr Units: 0.2
Disk Resp Time Boundary 4 (ms): 256 Sy=st=m Versien: 7
Disk Re=p Time Boundary 5 [ms=) 1,024 Sy=tem Relzaze: e
Collection Data Consistert with *S¥S System Nams ETEETL
Colimst Intmrmal Date: . Performancs Monilor Sziect Job:
*CSMGETCOL Collection Librany - QFFRDATA Sharsd Frossssor Bosl rex
*CSMGTCOL Collection Name QDS7O0000Z Fartition Sharing Capped Urcapp=d
Database Corsistancy: Varsbiz Procmssor Spoed Capsbilys 1
Datsbass Limit {96 =f CFUD: 100.0 QFFRAD] System Wahos: 2
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B Performance

Manage Collections

Investigate Data
Manage Collections

= The Manager Collections tasks allows you to see and manage all of your performance
data from one central location

= Various tasks can be launched from the Manage Collections task, including the
Performance Data Investigator

Ao D19

1 - 100 of 212 items

S

10

L5l 50

| 100 | ~ll

22 | B~ [F@  actions -

Name Library Type Status Started Ended Size MB System Version
| Mo filter applied

=2 Q311025028 ZZTEST Disk wWatcher File Based Collection Complete 11/8/12 2:50:28 AM 11/6/12 2:51:20 AM 2.766 ISZ1LP13 V7ZR1MO
Copy" DFLADP Collection Services File Based Collection Complete 6711712 4:25:07 PM 7/15/12 4:28:25 PM 1.754 ASWC VZR1MO
ik RAKLIB Job Watcher File Based Collection Complete 1/9/13 3:56:07 PM 1/9/13 4:12:10 PM 0.004 ISZ1LP13 VZR1MO
—_— RAKLIB Collection Services *MGTCOL Obj Based Cc Complete 6/11/12 4:25:07 PM 7/15/12 4:28:35 PM 3.684 ASWC V7R1MO
SeaTT ZZTESTR Collection Services File Based Collection Complete 11/1/12 12:00:06 AM 11/1/12 12:03:25 PM 380.464 ISZ1LP13 VZR1MO
Propedics TESTR Collection Services *MGTCOL Obj Based Ct¢c Complete 11/2/12 12:00:06 AM 11/3/12 12:00:04 AM 428.644 ISZ11 P13 VZR1MO
G [ Q307000005 ZZTESTR Collection Services File Based Collection Complete 11/2/12 12:00:06 AM 11/3/12 12:00:00 AM  401.808 ISZ1LP13 VFR1MO
i Q254000002 ZZTESTR Collection Services File Based Collection ~ Complete 9/10/12 12:00:02 AM  9/10/12 10:20:00 PM  42.375 ISZ1LP13 V7R1MO
L‘E} Q206121500 ZZTESTR Collection Services File Based Collection Complete 11/1/12 12:15:02 PM 11/2/12 12:00:05 AM 344.484 ISZ1LP13 VZR1MO
L‘:fg Q309010017 ROMNSNALIZ210 Collection Services File Based Collection Complete 11/4/12 1:00:17 AM 11/4/12 11:01:04 PM 20.836 DCCO01xXx4 VAR1IMO
L‘g Q313000005 DFLTEST1 Collection Services File Based Collection Complete 11/8/12 12:00:05 AM 11/8/12 2:06:30 PM 506.066 ISZ11LP13 VZ7R1MO
(&) NORMAL QPEXDATA Performance Explorer *MGTCOL Obj Based Complete 1/7/13 3:37:10 PM 1/7/13 3:37:21 PM 4.039 I1SZ1LP13 VZR1IMO
[ CSPFRO225 CRSS_MOMN Collection Services File Based Collection Complete 2/25/13 12:01:03 AM 2/26/12 12:00:00 AM 729.32 LDPROD VER1MO
Cii QOFS5110401 QPFRDATA Collection Services File Based Collection Complete 3/19/13 11:04:04 AM 3/20/13 12:00:04 AM 76.016 ISZ1LP13 VZR1MO
IBMPEXO002 DFLBUGNMN 1 Performance Explorer File Based Collection Complete 12/12/12 8:09:41 PM 12/12/12 9:10:28 PM 2,459.21 FOHCZE VFR1MO
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Manage Collections thirty

= |If you restore performance data without using the Restore Performance Collection
interface (or RSTPFRCOL), collections may not display in the Manage Collections

Q view.
= The “Rebuild Collection Table” option will rebuild the meta-data used for the Manage
Collections task and then your e e e

@ | il - _@ Actions

Maintain Collections » | Rebuild Collection Table
Mame
[ ... | No filter applied Columns Restore
______ <5 Q31102502 (g Refresh Convert K
(i} CPYCS05 | 5% Advanced Filter Collection Services File B:
& DIFFERENTY S8 Export > Job Watcher File Based C
(&) DIFFERENTE[ o Configure Options Collection Services *MGT
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Performance Data — Analysis

Performance Diagnostics with the Performance
Data Investigator
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Analyzing Performance Data Using PDI th!_rly

N\ years

= Now that you know all that PDI can do....

* How do you really use it to analyze performance data?

* There are no specific steps — it all depends upon what you see in the performance
data

« If you look at your performance data on a regular basis, you will learn your “normal”
pattern which makes it easier to identify something unusual

» Experience is the best teacher!
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Analyzing Performance Data Using PDI ‘th!ﬂy

N years

=  Start by asking questions:
*  What was the symptom of the problem?
Who reported the problem
What time did it occur?
How long did it last?

« Have there been any recent changes?
—  New or changed workload?
— Any application changes?
— Any recent hardware configuration changes?

*  What was the scope?
— Did it impact the entire system?
— Did it impact some subset of work?
— Specific users?
— Specific applications?
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CPU Utilization and Waits Overview thirty

CPU Utilization and Waits Overview is an excellent starting place. Look for interesting points
Next steps will depend upon the answer to the prior questions, along with what you see.

CPU Utilization and Waits Overview

60
-s50
-
T =
Z 8,000 40 S
= —J3
= =
& 6,000 - — 30 2
=
al

E 4,000 20 3
=
=
2,000 - -10 <

0

4:05 PM

3:35 PM

3:05 PM

2:35 PM

1:35 PM 2:05 PM
Date - Time

1:05 PM

11:35 AM  12:05 PM 12:35 PM

I Dispatched CPU Time I cruU Cueuing Time Disk Time
B journaling Time I operating System Cantention Time I Lock Contention Time I
B neligible Waits Time —— Partition CPU Utilization
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Using PDI, you can learn how to navigate through your dat

Take a closer look at what type of contention waits are

Contention Wails Overview

occurring:

| -—- Select Action ---w | ‘

cPU Waits Overview

Seizes and Locks Waits Overview

Contention Waits Overview

Which jobs/threads/tasks are

affected by the wait time?

Perspective ®] Edit 2] view [®] History 2]

| --- Select Action —--- = | |

Conte All Waits by Thread or Task i

Waits by Job or Task

Waits by Generic Job or Task

12,000

10,000

8,000

6,000

Time Geconds)

4,000

2,000

o
11:35 AM  12:05 PM 12:35 PM

1:05 PM

L35 PM 205PM  235PM 3:05 PM
Date - Time

Wl Disk Op-Start Contention Time

Bl Machine Level Gate Serialization Time

Bl Disk Space Usage Contention Timea
Bl Mutex Contention Time
Database Record Lock Cantention Time [l Object Lock Contention Time

Waits by Job or Task

3135 PM

a
o

&
e

N oW
e o
Quadsag) wonezinn nd)

4:05 PM

Ml semaphore Contention Time
Bl seize Contention Time
Hl ineligible Waits Time

Time Geconds)

A97000002A/EDGE/ 085086
A97000001A/EDGE/085126
A97000001A/EDGE/ 085085
A97000001A/EDGE/ 085117
A97000001A/EDGE/ 085079
A97000001A/EDGE/ 085073
A97000002A/EDGE/ 085068

CUSTDTRPT/EDGE/ 084964
A99000001C/EDGE/085065
A99000002C/EDGE/ 085052
A98000001B/EDGE/ 085055
A99000002C/EDGE/ 085108
A99000001C/EDGE/085107

Full Name

%

3
A2°

A98000002B/EDGE/085106
Il Dispatched CPU Time
Bl Disk Non-fault Reads Time

I CPU Queuing Time
Bl Disk Space Usaae Contention Time

I Disk Page Faults Time
Il Disk Op-Start Contention Time
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. N\
Drill-down based upon what you see tg_l_/r_‘sv

= Next, it may be interesting to see if the object lock wait time for a specific job
occurred over several intervals, or just a few. Using select interactor %, click on a
job of interest, then select Waits for One Job or Task.

. Waits for One Job or Task (Name = "A97000002A°, Job Number = '085086°, Job User = "EDGE’, Century Dgit = '1’, Interval Date And Time = "130806140500°, Interva
--- Select Action --- = Perspectve Bl Edic Bl view &l History B

-~ Select Action — = |
Waits for One Job or Task | Waits for One Job or Task

= All Waits by Thread or Task =20

i Timeline Overview for Jobs or Tasks g0
Elﬁn
£
=100

You may not be able to solve all :
performance problems With COI IeCtion 2:35 PM 2:40 PM 2:45 PM 2:50 PM 2:55 PM D";;:enl-) 1!:4"'! 3:05 PM 3:10 PM 3:15 PM 3:20 PM 3:25 PM

M Dispatched CPU Time Il cPU Queuing Time I Disk Page Faults Time
Il Disk Non-fault Reads Time Il Disk Space Usage Contention Time Il Disk Op-Start Comtention Time

Services data. However you ||ke|y will B Disk Writes Time B Journai Time Bl Machine Level Gate Serialization Time
" H Il seize Conten tion Time Database Record Lock Contention Time I object Lock Contention Time
Wl neligible Waits Time Il Main Storage Pool Overcommitment Time [ll Abnormal Contention Time

gain valuable clues. Job Watcher is a
good next step for this issue.
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Recommendations thirty

N\ years

e —

= If you are not using PDI, give it a try!

Remember, all partitions IBM i 6.1 and later can access the majority of the charts shown
in this presentation — without installing/purchasing anything additional!!

= Stay current on PTFs

= Become familiar with your system’s performance “signature” — it will make it easier to spot
changes

= Keep baseline performance data

T
= See you at “i Can Find Your Performance Bottlenecks” session! =5

a_
k‘\B‘f"

113



thirty
\_ years

References

\%}

114



IBM i Performance FAQ a MUST read! th[_rjy
October 2017 update (watch for a Spring 2018 soon!):

https://www-01.ibm.com/common/ssi/cgi-bin/ssialias?htmlfid=POWO03102USEN

IBM 1 on Power - Performance FAQ

October 9, 2017

IBM Power Systems Performance
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http://www-01.ibm.com/common/ssi/cgi-bin/ssialias?subtype=WH&infotype=SA&appname=STGE_PO_PO_USEN&htmlfid=POW03102USEN&attachment=POW03102USEN.PDF

)
Power Systems =

[Jm]|
I

I

— 7.2 Performance
— 7.3 Performance

|

I
In
.."
[

IBM 1 Web Sites with Performance Information
= |BM Knowledge Center:

thirty
IBM i Performance Management:
i Performance Management

developerWorks:

IBM i Performance Tools: developerWorks Performance Tools
IBM i Performance Data Investigator: developerWorks PDI
IBM iDoctor for IBM i: iDoctor

= |BM i Wait Accounting information:
— Job Waits Whitepaper

KnowledgeCenter: The basics of Wait Accounting
developerWorks: IBM i Wait Accounting
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http://www.ibm.com/support/knowledgecenter/ssw_ibm_i_72/rzahx/rzahx1.htm
http://www.ibm.com/support/knowledgecenter/ssw_ibm_i_73/rzahx/rzahx1.htm
http://www-03.ibm.com/systems/power/software/i/management/
https://www.ibm.com/developerworks/community/wikis/home?lang=en
http://www.ibm.com/developerworks/ibmi/library/i-pdi/index.html
http://www-912.ibm.com/i_dir/idoctor.nsf
http://public.dhe.ibm.com/services/us/igsc/idoctor/Job_Waits_White_Paper.pdf
http://www.ibm.com/support/knowledgecenter/en/ssw_ibm_i_73/rzahx/rzahxbasicwaitaccounting.htm
http://www.ibm.com/developerworks/ibmi/library/i-ibmi-wait-accounting/
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thirty

A Redbooks publication! Ny 4
End to End

Performance
Management on IBM i

—
Understand the cycle of Performance
Management

e
it
Iy

i

——
Maximize performance using the
new graphical interface on V6.1

—
Learn tips and best practices

http://www.redbooks.ibm.com/redbooks/pdf s/sg247808.pdf R
edbook

ibm.com/redbooks
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http://www.redbooks.ibm.com/redbooks/pdfs/sg247808.pdf

IBM i 7.2 Technology Refresh Updates @y

Covers the 7.2 content through o et v e 0 14215 _ Sl
Technology Refresh 1 IBM i 7.2 Technical Overview wit

Technology Refresh Updates

Section 2.8 — Performance

Covers new functions and enhancements
through IBM i 7.2 TR1

——
Easy to use web-based system
management

Section 8.6.7 — Job level SQL stats in P g
Collection Services approach
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e IBM | Performance Analysis Workshop

Power Systems

Learn the science and art of performance analysis, methodology and problem solving

Managing and analyzing the data can be quite complex. During this workshop, the IBM Systems Lab Services IBM i team will share useful techniques for analyzing performance data on key IBM i
resources, and will cover strategies for solving performance problems. It will aid in building a future foundation of performance methodology you can apply in your environment.

Overview:
— Topics covered include:
= Key performance analysis concepts
= Performance tools
= Performance data collectors (Collection Services, Job Watcher,
Disk Watcher, and Performance Explorer)
= Wait accounting

CPU Utilization and Waits Overview
25,000

20,000 4

=
E
— Core methodology and analysis of: £ 15000 £
= Locks é 5
B 10,000 2
= Memory - g
2
= |/O subsystem Bow -y _
- CPU A an 8 88 8RR —
. . . 12:15 AM P 6:15 AM
— Concept reinforcement through case studies and lab exercises e s i fime it
— Discussions on theory, problem solving, prevention and best practices Bl journaling Time B tem Contention Time B Lock Contention Time
B ineligible Waits Time —p

Workshop details:
— Intermediate IBM i skill level

— 3-4 day workshop, public or private (on-site)
= For general public workshop availability and enrollment:
IBM i Performance Analysis Workshop
= For public workshop availability and enrollment in France, please contact Philippe Bourgeois at
pbourgeois@fr.ibm.com or Frangoise Laurens at f_laurens@fr.ibm.com
» For additional information, including private workshops, please contact Eric Barsness
at erichar@us.ibm.com or Stacy Benfield at stacylb@us.ibm.com, members of Systems Lab Services

IBM Systems Lab Services Power Systems Delivery Practice - ibm.com/systems/services/labservices - ibmsls@us.ibm.com

© 2018 IBM Corporation


https://www-912.ibm.com/events/iEntEdVoucher/iEntEdVoucher.nsf/web/66A00E8BF0D6EA1F86257D320069E5CB
mailto:ericbar@us.ibm.com
mailto:stacylb@us.ibm.com
http://www.ibm.com/systems/services/labservices
http://www.ibm.com/systems/services/labservices
mailto:stgls@us.ibm.com

IBM i Performance and Optimization Services thrty

N\ years

The IBM i Performance and Optimization team specializes in resolving a wide variety of performance problems. Our
team of experts can help you tune your partition and applications, including:

* Reducing batch processing times

* Resolving SQL query and native 10 performance problems

 Tuning RPG, COBOL, C, and Java (including WebSphere Application Server) programs

* Removing bottlenecks, resolving intermittent issues

* Resolving memory leaks, temporary storage growth problems, etc.

« Tuning memory pools, disk subsystems, system values, and LPAR settings for best performance
e Optimizing Solid State Drive (SSD) performance

« Tuning client interfaces such as ODBC, JDBC, .Net and more

Skills transfer and training for performance tools and analysis also available!
Contact Eric Barsness at ericbar@us.ibm.com for more details.

www.ibm.com/systems/services/labservices
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And finally




Thank you

Don't forget to fill-in the
feedback form!




for Business

ithankyou

www.ibm.com/power/i
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Special notices \

This document was developed for IBM offerings in the United States as of the date of publication. IBM may not make these offerings available in other countries,
and the information is subject to change without notice. Consult your local IBM business contact for information on the IBM offerings available in your area.

Information in this document concerning non-IBM products was obtained from the suppliers of these products or other public sources. Questions on the
capabilities of non-IBM products should be addressed to the suppliers of those products.

IBM may have patents or pending patent applications covering subject matter in this document. The furnishing of this document does not give you any license to
these patents. Send license inquires, in writing, to IBM Director of Licensing, IBM Corporation, New Castle Drive, Armonk, NY 10504-1785 USA.

All statements regarding IBM future direction and intent are subject to change or withdrawal without notice, and represent goals and objectives only.

The information contained in this document has not been submitted to any formal IBM test and is provided "AS 1S" with no warranties or guarantees either
expressed or implied.

All examples cited or described in this document are presented as illustrations of the manner in which some IBM products can be used and the results that may
be achieved. Actual environmental costs and performance characteristics will vary depending on individual client configurations and conditions.

IBM Global Financing offerings are provided through IBM Credit Corporation in the United States and other IBM subsidiaries and divisions worldwide to qualified
commercial and government clients. Rates are based on a client's credit rating, financing terms, offering type, equipment type and options, and may vary by
country. Other restrictions may apply. Rates and offerings are subject to change, extension or withdrawal without notice.

IBM is not responsible for printing errors in this document that result in pricing or information inaccuracies.
All prices shown are IBM's United States suggested list prices and are subject to change without notice; reseller prices may vary.
IBM hardware products are manufactured from new parts, or new and serviceable used parts. Regardless, our warranty terms apply.

Any performance data contained in this document was determined in a controlled environment. Actual results may vary significantly and are dependent on many
factors including system hardware configuration and software design and configuration. Some measurements quoted in this document may have been made on
development-level systems. There is no guarantee these measurements will be the same on generally-available systems. Some measurements quoted in this
document may have been estimated through extrapolation. Users of this document should verify the applicable data for their specific environment.
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Special notices (cont.) o

IBM, the IBM logo, ibm.com AlX, AIX (logo), AlX 6 (logo), AS/400, BladeCenter, Blue Gene, ClusterProven, DB2, ESCON, i5/0S, i5/0S (logo), IBM Business Partner (logo),
IntelliStation, LoadLeveler, Lotus, Lotus Notes, Notes, Operating System/400, OS/400, PartnerLink, PartnerWorld, PowerPC, pSeries, Rational, RISC System/6000, RS/6000,
THINK, Tivoli, Tivoli (logo), Tivoli Management Environment, WebSphere, xSeries, z/OS, zSeries, AlX 5L, Chiphopper, Chipkill, Cloudscape, DB2 Universal Database, DS4000,
DS6000, DS8000, EnergyScale, Enterprise Workload Manager, General Purpose File System, , GPFS, HACMP, HACMP/6000, HASM, IBM Systems Director Active Energy
Manager, iSeries, Micro-Partitioning, POWER, PowerExecutive, PowerVM, PowerVM (logo), PowerHA, Power Architecture, Power Everywhere, Power Family, POWER Hypervisor,
Power Systems, Power Systems (logo), Power Systems Software, Power Systems Software (logo), POWER2, POWER3, POWER4, POWER4+, POWER5, POWERS5+, POWERS,
POWER®6+, System i, System p, System p5, System Storage, System z, Tivoli Enterprise, TME 10, Workload Partitions Manager and X-Architecture are trademarks or registered
trademarks of International Business Machines Corporation in the United States, other countries, or both. If these and other IBM trademarked terms are marked on their first
occurrence in this information with a trademark symbol (® or ™), these symbols indicate U.S. registered or common law trademarks owned by IBM at the time this information was
published. Such trademarks may also be registered or common law trademarks in other countries. A current list of IBM trademarks is available on the Web at "Copyright and
trademark information" at www.ibm.com/legal/copytrade.shtml

The Power Architecture and Power.org wordmarks and the Power and Power.org logos and related marks are trademarks and service marks licensed by Power.org.
UNIX is a registered trademark of The Open Group in the United States, other countries or both.

Linux is a registered trademark of Linus Torvalds in the United States, other countries or both.

Microsoft, Windows and the Windows logo are registered trademarks of Microsoft Corporation in the United States, other countries or both.

Intel, Itanium, Pentium are registered trademarks and Xeon is a trademark of Intel Corporation or its subsidiaries in the United States, other countries or both.

AMD Opteron is a trademark of Advanced Micro Devices, Inc.

Java and all Java-based trademarks and logos are trademarks of Sun Microsystems, Inc. in the United States, other countries or both.

TPC-C and TPC-H are trademarks of the Transaction Performance Processing Council (TPPC).

SPECint, SPECfp, SPECjbb, SPECweb, SPECjAppServer, SPEC OMP, SPECviewperf, SPECapc, SPEChpc, SPECjvm, SPECmail, SPECimap and SPECsfs are trademarks of the
Standard Performance Evaluation Corp (SPEC).

NetBench is a registered trademark of Ziff Davis Media in the United States, other countries or both.

AltiVec is a trademark of Freescale Semiconductor, Inc.

Cell Broadband Engine is a trademark of Sony Computer Entertainment Inc.

InfiniBand, InfiniBand Trade Association and the InfiniBand design marks are trademarks and/or service marks of the InfiniBand Trade Association.

Other company, product and service names may be trademarks or service marks of others.
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End of Presentation material.....



	Université IBM i 2018��16 et 17 mai ��IBM Client Center Paris���S05 – Introduction to Performance Data Investigator�
	Agenda
	Why PDI?
	Why PDI?
	Why PDI?
	Why PDI?
	Why PDI?
	Why PDI?
	Slide Number  9
	PDI is found in IBM Navigator for i
	IBM Navigator for i – Browser support
	Browser Support tips                                                        (1 of 2)
	Browser Support tips                                               (2 of 2)
	Pre-requisites for Navigator     (1 of 2)
	Pre-requisites for Navigator     (2 of 2)
	Navigator related Group PTFs
	Tips for Best Performance for Navigator
	IBM Navigator for i
	Performance Tasks
	Packaging:  Performance Tools Licensed Program Product
	Packaging view in PDI - 7.2 & 7.3
	Prerequisites:  Authority
	Prerequisites:  Create Database Files
	Prerequisites: Verify Collection Services is Active
	Investigate Data – Navigation Example
	Investigate Data Terminology
	Investigate Data – Select Collection
	Selecting a Collection
	Suggested Starting Points
	Resource Utilization Overview
	CPU Utilization and Waits Overview
	CPU Utilization by Thread or Task
	Graphing Multiple Collections
	Graphing Multiple Collections
	A More Interesting Example…
	View Collection and System Details
	Navigation History
	Tools to Interact with the Charts
	Selection
	Pan
	Tool Tips
	Zoom Region
	Zoom Region Results
	Zoom Out
	Full Zoom Out
	Drill-down
	Export - *.png, *.jpeg, *.csv, *.txt
	Modify SQL – customize the queries
	Change Context
	Perspective → Save As
	Perspective → Save As
	Show as Table
	Table Features
	Filtering
	Sorting
	Columns….
	Show find toolbar / Hide find toolbar & Search the table
	New Table Support
	New Table Support – Same Features, New UI
	Size Next Upgrade  �	
	Investigate Data Search
	Metric Finder
	Options
	Design Mode
	Health Indicators
	CPU Health Indicators
	Define Health Indicators
	Job Watcher
	Job Watcher - CPU Utilization and Waits Overview
	Job Watcher – Interval Details
	Job Watcher – Show Holder
	Disk Watcher
	Disk Watcher – Statistical Overviews
	Disk Watcher – Trace Data
	Performance Explorer
	Performance Data Reports
	Report Definitions
	Create your own Report Definition
	Create Performance Data Report
	Resulting Report (PDF example)
	Integration with Active Jobs
	Integration with System Status
	Integration with Disk Status
	Slide Number  84
	Integration with Database
	Database Perspectives
	Integration with Database – package overview
	Integration with Database
	Launch PDI from System i Navigator client
	SQL Overview
	SQL Attribute Mix
	Slide Number  92
	Physical System Charts – Frame view of Performance
	Logical Partitions Overview	
	12X Bus Utilization
	Collection Services - Disk Reads and Writes Detail
	Collection Services - Java Perspectives
	Database - SQL CPU Utilization Overview
	Collection Services - Memory
	Collection Services - Memory  Drilldown
	Collection Services - Storage Allocation Perspectives
	Collection Services - Storage Allocation by Thread or Task
	Collection Services - Timeline Perspective
	Collection Services Database Files…QAPMCONF �
	Manage Collections
	Manage Collections
	Slide Number  107
	Analyzing Performance Data Using PDI
	Analyzing Performance Data Using PDI
	CPU Utilization and Waits Overview
	Using PDI, you can learn how to navigate through your data
	Drill-down based upon what you see
	Recommendations
	Slide Number  114
	IBM i Performance FAQ a MUST read!
	IBM i Web Sites with Performance Information
	A Redbooks publication!
	Slide Number  118
	IBM i Performance Analysis Workshop
	IBM i Performance and Optimization Services
	And finally…..
	Slide Number  122
	Slide Number  123
	Special notices
	Special notices (cont.)
	End of Presentation material…..

