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AGENDA

POWERS 2016-2017 Announcements for IBM 1

DDR4 memory

Platform support for IBM 1
I/O support for IBM i
Virtualization

Additional Enhancements
GDR support for IBM 1

Cloud solutions announcements for IBM 1
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Hardware & Firmware support

SYSTEM SUPPORT
IBM POWER E880C
IBM POWER E870C

SYSTEM SUPPORT
IBM POWER S822 max cores

—
for Business

SYSTEM SUPPORT
IBM POWER S812

.[

/0 SUPPORT /0 SUPPORT /O SUPPORT
Eg:eg ;é?)Bz %ALE)FS'?S gipt | EXP24SX RDX USB External Docking Station
| e -Port Fibre Channe PCle3 Crypto Coprocesseur PCle1 SAS Tape/DVD Dual port 3Gb x8 adapt
| PCle 4-Port Async adapt PCle3 2-port 100 GbE
New Gen SSD eMLC4 RDX USB Docking Station |
! ! ! !
Apr/May 2016 Sept 2016 Nov 2016 March 2017
|
'
VIRTUALIZATION R HPr Ol

VNIC fail-over

P — EEivs ERES Shared Eth Adpt Large send

FUNCTIONAL ENHANCEMENTS
USB Flash & RDX as DVDs

New format for tape vol statistics
Identify partition with UUID

|
|
|
| |
| |
|
{
|

FUNCTIONAL ENHANCEMENTS
SSD Fuel Gauge

ST T . . -

FUNCTIONAL ENHANCEMENTS
Serviceability improvements
No physical action on Flash drive
Default setting for 4096 sector disk change
DS8000 Hyperswap — No need of resume
before IPLing
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DDR4 MEMORY
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DDR4 Memory

Same 1600 MHz as DDR3

same performance
Same RAS (reliability, availability, serviceability)
Some energy savings -- 0-to-30%

Same config/plugging rules as DDR3 except:

* No mixing DDR3 and DDR4 *
* FW 860 required for newest DDR4 features

* E870C, E870, E880C, E880 can mix on a multi-node
server, but can not mix in the same system node.
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Maximum memory on POWER SYSTEMS

E870/E880 Jan 2016 8 TB per node 4 TB per node
S824 Oct 2016 2TB 2TB
S814 Oct 2016 1TB 1TB
S822 Oct 2016 1TB 1TB

S812 Oct 2016 64GB 64 GB

N
[Jom]]
[
i
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Platform support summary

Enhancements from September 2016

IBM POWER 880C
IBM POWER 870C Base TR4

Enhancements from November 2016

IBM Power S822 model 8284-22 A increases max cores TR1 TRS

NovaLink support for SR-IOV configurations N/A N/A

Enhancements from March 2017

IBM Power S812 model 8284-21A TR2 TR6

= === © IBM France 2017
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Power E870C and E880C Hardware — Sept 2016

New Cloud-enabled offering with new capabilities, new offerings, new pricing
and new flexibility compared to E870/E880 offered in the beginning of 2016.

Physically POWERS hardware leverages existing E870 and E880 technology.

Pricing improvements included
Processor cores or activations
Memory
Capacity on Demand — processors & memory

© IBM France 2017
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Power Enterprise Cloud Models — What’s Included

E850

IBM Cloud PowerVC
Manager Lic & SWMA
(1yr) 5765-VCC

PowerVM SWMA
1 or 3yr — 57xx-xxx

PowerVM License
5765-PVE

Power E850
8408-E8E
3y 24x7 Services included

‘:I = Base, included in HWS

ES50C

| Starter Pack for SoftLayer |

| IBM Cloud HMC apps |

1 IBM Cloud PowerVC
' Manager Lic & SWMA
[ (1yr) 5765-VCC

IBM Power-to-Cloud
Rewards

i PowerVM SWMA
! 1 or 3yr — 57xx-xxx

[ SR -

PowerVM License
5765-PVE

Power E850
8408-44E
3y 24x7 Services included

E870, E880

IBM Cloud PowerVC
Manager Lic & SWMA
(1yr) 5765-VCC

| PowerCare

PowerVM SWMA
1 or 3yr — 57xx-xxx

______________________

E870C, E880C

| Starter Pack for SoftLayer |

| 1BM Cloud HMC apps |

IBM Cloud PowerVC |
Manager Lic & SWMA |
(1yr) 5765-VCC |

ol |

IBM Power-to-Cloud
Rewards

' PowerVM SWMA
! 1 or 3yr — 57xx-xxx

______________________

PowerVM License PowerVM License
5765-PVE 5765-PVE
Power E870, E880 Power E870/E880
9119-MME/MHE 9080-MME/MHE
1y 24x7 HWMA 1y 24x7 HWMA

" E850, E870, E880 will be withdrawn on July 17, 2017

= Optional product

© IBM France 2017
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Expanded IBM i Partition Max cores on S822 — Nov 16

. for Business '/

* Previously up to 2-cores per partition IBMi7.2 TR3 or IBM i TR11 or later

 Now up to 4-cores per partition FW 860 or later
No change to all virtualized 1/O or to P10 software tier

© IBM France 2017
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NovaLink support for SR-IOV configurations — Nov 16

Novalink

-~
PowerVC

‘ Cloud Manager ’

.
;o

Y openstack

KVM

Linux Nova

OPAL

BMC/FSP

o
POWERL

FUVVEM

ruUuvvrn

13

PowerVM

Neo Nova

 PHY yi0s |
P

FSP/BMC

@)
POWER('

S TR A 4] = m E—
H rUvvin

Hardwar

e Service
HMC

|0 Adapter Virtualization
with SR-IOV

Virtual Virtual
Adapter Adapter VF VF
DevDrv DevDrv DevDrv DevDrv

'{va« ! }'

SR-IOV Po
Adapter

Share Ethernet
adapters with LPARs

© IBM France 2017
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IBM Power S812 model 8284-21A — March 2017

— Entry price server
T
» 1-core server for IBM i

 4-core server for AIX ({. .«

8284-21A

— Single partition

— no virtualization

— no Linux partition

— Simpler memory & I/O options

14 © IBM France 2017
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Power S812  1-core entry server

Power System S812
POWERS Processor 3.02 GHz
Cores 1
P Maximum Memory 64 GB =
4 System unit PCle slots 6* PCle Gen3 (low profile)
N4 “Base” Ethernet PCle adapter 4-port 1 Gbt required
SAS bays in system unit 8 SFF-3 bays 4=
Integrated write cache Optional (Strongly urged for HDD)
Bay for DVD in system unit Yes
Bay for tape in system unit No
8284-21A Bay for RDX in System unit No
VIOS or PowerVM No <=
CPW = 9880 HMC Single partition, rarely needed
Max number of partitions 1 X
PCle Gen3 I/O Drawer No
EXP24S or EXP24SX No
Footprint 2U in rack
IBM i tier P05 max 25 users <{umm
IBM i prerequisite 7.2 TR6 or 7.3 TR2 or later
Dual power supply 900W = 110V or 220V
25 users max: number of concurrent users been authentified on IBM i. IBM * 5 PCle slots when SAS backplane with write cache used

.5 profiles doesn’t count. T=EF

== © IBM France 2017
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/O support

16
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Terminology for type of configuration

= Native
— Adapter own and managed by IBM 1

" VIOS
— Adapter owned and managed by VIOS and not seen by IBM i

" iVirt
— Adapter own by VIOS but virtualized to IBM 1
— Example: Fibre Channel card owned by VIOS and use by IBM 1 via NPIV

17 © IBM France 2017
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IO support summary

Enhancements from April / May 2016 (below)
PClIe3 12GB Cache RAID PLUS SAS Adapter All Base TR 4 --
PCle2 8Gb 2-Port Fibre Channel Adapter VIOS Base TR 4 RS-710-S
PCle 4-Port Async EIA-232 Adapter Native Base TR 4 RS-710-S
1.9TB Read Intensive SAS 4k SFF-2 SSD (IBM i) Native, iVirt Base TR 4 -
1.9TB Read Intensive SAS 4k SFF-2 SSD VIOS Base TR 4 -
1.9TB Read Intensive SAS 4k SFF-3 SSD (IBM i) Native, iVirt Base TR 4 -
1.9TB Read Intensive SAS 4k SFF-3 SSD VIOS Base TR 4 -

18 © IBM France 2017
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Enhancements from April / May 2016 (below)
387GB SFF-2 SSD 5xx eMLC4 for IBM i Native, iVirt Base TR 4 RS-710-S
387GB SFF-2 SSD 5xx eMLC4 VIOS Base TR 4 RS-710-S
775GB SFF-2 SSD 5xx eMLC4 for IBM i Native, iVirt Base TR 4 RS-710-S
775GB SFF-2 SSD 5xx eMLC4 VIOS Base TR 4 RS-710-S
387GB SFF-3 SSD 5xx eMLC4 for IBM i Native, iVirt Base TR 4 RS-710-S
387GB SFF-3 SSD 5xx eMLC4 VIOS Base TR 4 RS-710-S
775GB SFF-3 SSD 5xx eMLC4 for IBM i Native, iVirt Base TR 4 RS-710-S
775GB SFF-3 SSD 5xx eMLC4 VIOS Base TR 4 RS-710-S

19 © IBM France 2017
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Enhancements from April / May 2016 (below)

387GB SFF-2 SSD 4k eMLC4 for IBM i Native, iVirt Base TR 4 RS-710-S
387GB SFF-2 SSD 4k eMLC4 VIOS Base TR 4 RS-710-S

775GB SFF-2 SSD 4k eMLC4 for IBM i Native, iVirt Base TR 4 RS-710-S
775GB SFF-2 SSD 4k eMLC4 VIOS Base TR 4 RS-710-S

1.55TB SFF-2 SSD 4k eMLC4 for IBM i Native, iVirt Base TR 4 -
1.55TB SFF-2 SSD 4k eML.C4 VIOS Base TR 4 -

387GB SFF-3 SSD 4k eML.C4 for IBM i Native, iVirt Base TR 4 RS-710-S
387GB SFF-3 SSD 4k eMLC4 VIOS Base TR 4 RS-710-S

20 © IBM France 2017
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O support summary

Enhancements from April / May 2016 (below)

775GB SFF-3 SSD 4k eMLC4 for IBM i Native, iVirt Base TR 4 RS-710-S
775GB SFF-3 SSD 4k eMLC4 VIOS Base TR 4 RS-710-S

1.55TB SFF-3 SSD 4k eMLC4 for IBM i Native, iVirt Base TR 4 -

1.55TB SFF-3 SSD 4k eMLC4 VIOS Base TR 4 -
387GB 1.8" SAS 5xx SSD eMLC4 for IBM i Native, iVirt Base TR 4 RS-710-S
387GB 1.8" SAS 5xx SSD eMLC4 VIOS Base TR 4 RS-710-S
387GB 1.8" SAS 4k SSD eMLC4 for IBM i Native, iVirt Base TR 4 RS-710-S
387GB 1.8" SAS 4k SSD eMLC4 VIOS Base TR 4 RS-710-S

21
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Enhancements from April / May 2016 (below)
775GB 1.8" SAS 5xx SSD eMLC4 for IBM i Native, iVirt Base TR 4 RS-710-S
775GB 1.8" SAS 5xx SSD eMLC4 VIOS Base TR 4 RS-710-S
775GB 1.8" SAS 4k SSD eMLC4 for IBM i Native, iVirt Base TR 4 RS-710-S
775GB 1.8" SAS 4k SSD eMLC4 VIOS Base TR 4 RS-710-S
Tape Library TS4500 R3 All Base TR 3 TR 11

22
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O support summary

Enhancements from November 2016 (below)

EXP24SX SAS Storage Enclosure All TR 1 TR S N/A

PCle3 Crypto Coprocessor 4767 Native TR 1 TR S N/A

PCie3 2-port 100 GbE VIOS TR 1 TR S N/A

RDX USB Top Mount Docking Station All TR 1 TR S N/A
RDX USB External Docking Station All TR 2 TR 6 1\1?6?2&

PClel SAS tape/DVD Dual-port 3 Gb x8 All Base Base TR 8

23 © IBM France 2017
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FlashSystem supported with IBM i

FS840

IBMi7.2 TR2 and later

Direct Attach — NPIV - »xSCSH
FS900

IBMi7.2 TR2 and later

No Support for IBM i 7.1

24
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FlashSystem

Direct attach
requires 8Gbps to 8Gbps or 16 Gbps to 16Gbps.

The protocol on 8Gb ports must be configured as FC-AL, 16Gb ports must be configured as FC-
P2P or Automatic.

NPIV requires VIOS 2.2.3.4 or later
Flash System 1.2.0.11 or later firmware
All volumes must be created utilizing the command line interface with a blocksize of 4096.

FS840 or FS900 may be still be attached utilizing SVC or Storwize with IBM 1 7.1 TRS or
later

25
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New PCle3 12GB Cache RAID PLUS SAS Adapter (#EJ14)

Annc 12/04/2016

GA 27/05/2016
Next iteration of PCle3 SAS technology — follow-on to #EJOL

Up to 1.6M read IOPS, Up to 360k write IOPS, Up to 878k mixed
IOPs (70-30) *

Compared to existing #EJOL SAS adapter announced 2014:
More processing power on card
Up to 100% more write IOPS
Up to 50% more SSDs supported -- max 72 vs 48
Same number of HDDs supported -- max 96
Same 12GB write cache
Same price !!!

Supported on POWERS servers in full high PCle slots

AIX, IBM i, Linux, VIOS

* performance can vary greatly depending on workload and environment

26 Prices are based on USA list prices and are subject to change. Reseller prices may vary.
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PCle3 12GB Cache RAID PLUS SAS Adapter Details

Same adapter feature name as #EJOL except for “PLUS”

Same configuration considerations as with existing #EJOL adapter

Same plugging in pairs of #EJ14 - for redundancy and performance
Physically #EJ14 and #EJOL look a lot alike — do not pair one #EJOL with one #EJ14

Same 4-port x8 PCle adapter ~ with 3GB physical cache effectively providing up to 12GB with compression
Same no batteries (uses flash memory to protect cache)
Same AA SAS cables connect two adapters together for cross awareness
Same HD YO and X SAS cables used
Same — can run SSD and/or HDD — but not on the same port
Same EasyTier function for AIX/Linux/VIOS

For more detail:
12 April 2016 announcement letter for details
Knowledge Center
Techdoc by Sue Baker / John Hock — target May refresh

Supported on POWERS servers in full high PCle slots
System units S814 (6-,8-core), S824, S824L, E850
PCle Gen3 I/O drawer on POWERS servers
AIX 7.2 TLO SP2 & 7.1 TL4 & SP2 & 7.1 TL3 SP7* & 6.1 TL9 SP7 or later (* planned Sept 2016)
IBM17.2 TR4 & 7.3 or later
Linux: Red Hat Enterprise Linux; SUSE Linux Enterprise Linux; Ubuntu
VIOS 2.2.4.20 or later

27 © IBM France 2017
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New PCle2 2-port 8Gb Fibre Channel Adapter Annc 12/4/2016

GA 27/5/2016

Price savings

Existin New
Choice 2-port8Gb FC cards | ys7ae yeys HENOF / #ENOG
Two 8Gb ports same same
Overall performance essentially same essentially same
RAS same same
SR Optical Cabling same same
Manufacturer source Emulex QLogic
Devices supported See SSIC See SSIC  some older devices
not tested
OS support AIX, IBM i, Linux |B|\¢|\Ii>i’hlr_lijn\l;ros
Server support POWERS and earlier POWERS
List price $3,499 $3,099
Save
11%

Prices are based on USA list prices on S824 and are subject to change. Reseller prices may vary. Prices on other models may vary

28
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PCle2 2-port 8Gb Fibre Channel Adapter Details

29

2

’

\&/

Price savings
Choice

#ENOF = low profile
#ENOG = full high
CCIN 578D

e
for Business

Existing #5735 / #5273

New #ENOF / #ENOG

Two 8Gb ports

same

same

Overall performance

Based on IBM testing of available workloads, there were a
couple workloads with modest differences, but essentially the
same overall performance was observed.

RAS

same

same

SR Optical Cabling

same

same

Manufacturer source

Emulex LPe12002

QLogic QLE2562 HBA

Devices supported

See SSIC #5735/5273 have been shipping since 2008 and a number of earlier
hardware devices and levels are supported. #ENOF/ENOG tested with all current IBM
primary devices or are in the process of being tested/supported. See SSIC for latest.

OS support

All levels of AlX, IBM i, Linux
supported on that server

AlX6.1,7.1,7.2

Linux
No native IBM i --use VIOS

NPIV support

Through VIOS all levels
supported on that server

Through VIOS 2.2.4.2 or later

Servers supported

POWERG, POWER?,
POWERS

POWERS

Adapter driver

IBM provides adapter drivers for AIX and IBM i and VIOS. Linux provided
through that distribution.

© IBM France 2017
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PCle 4-port Async Adapter Adding IBM i Support Ann 12/4/2016

GA 27/5/2016
Existing adapter supporting AlX and Linux for years.

Low Profile: #5277 PCle LP 4-Port Async EIA-232 Adapter
Full High : #5785 4 Port Async EIA-232 PCle Adapter

Same Async function as 2-port Async adapters #5289/#5290/#EN27/#EN28/#EN29
IBM Facsimile Support for i VSR8 or later (previously named Fax/400) supported

Higher price for 4-port adapter vs 2-port adapter, but can save a PCle slot
4-port list = $ 699 2-port list = $ 198

Support with IBM i 7.3 or later; or IBM i 7.2 TR4 or later; or IBM i 7.1 plus PTFs

Additional 2-port Async adapter background:
#2893/2894 withdrawn from marketing (EN13/EN14 Bisync announced for
withdrawal)
#5289/5290: not supported on POWERS8 - withdrawn from marketing
#ENZ27/EN28: supported on POWERS8 and POWER7 — withdrawn from
marketing
#EN29: IBM i only, full-high only — not withdrawn yet, but anticipate will
withdraw in a few months

Alternative to Async adapter: WAN over LAN with IBM i 7.2 base

30 Prices are based on USA list prices on S824 and are subject to change. Reseller prices may vary.
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New Generation SASSSD - 2.5 & 1.8”

Now more than ever — select SSD vs HDD

eMLC4
2.5-inch (SFF)
EXPAND & REFRESH existing offering

Big price performance improvement

New “read intensive” (RI) drive

eMLC4

1.8-inch

EXPAND & REFRESH existing
offering

Big price performance
improvement

31

Price performance statements are based on USA list prices and are subject to change.
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Power SAS SSD: Expand, Refresh, Re-price

EXPAND & REFRESH SAS SSD
* 2.5-inch (SFF)
e Refresh 387GB and 775GB

* Add 1.55TB - better $/GB, better footprint
efficiency

* Add 1.9TB Read Intensive - Lowest$/TB
ever

e 1.8-inch
» Refresh 387GB

* Add 775GB - better $/GB, better footprint
efficiency

32 Prices are USA list prices on an S824 and are subject to change. Reseller prices may vary.

Price example 1: n@@%

+ 2.5-inch (SFF) SSD 387GB
* eMLC3 price $3,588
* New eMLC4 4k price $2,399

* PLUS large maint savings after warranty

Price example 2: .:.7@%

* Read Intensive
« eMLC3 price/GB (775GB) $8 / GB (notRI)
* New Rl price (1.9TB) $2.4/GB

* AND more cost effective maint after warranty

© IBM France 2017
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Now more than ever - select SSD vs HDD

Example on Power S824 assuming five-year life and assuming 24x7x4 maintenance
after 3 year warranty -- Choosing disk or high endurance SSD

DISK: 14 drives @ 139/146GB RAID-5 = DISK: 14 drives @ 139/146GB RAID-5 =
~1.8TB usable space, but only 50% utilized ~1.8TB usable space, but only 50% utilized
because buying arms vs capacity . because buying arms vs capacity .
Total list price = $6,972 Total list price = $6,972

SD: 4 drives @ 387GB RAID-5 = SD: 4 drives @ 387GB RAID-5 =

~1.15TB usable space. ~1.15TB usable space.

Total list price = $16,080 Total list price = $10,100
_ _ Much more affordable. Only
Over 2X price difference - 45% more for much higher

- challenging discussion unless -
|/O performance needs push
toward SSD

~ |OPS capable drives, lower
latency, energy/heat savings,
less noise, smaller footprint
(fewer bays used).

Prices are USA planned list prices on an S824 and are subject to change. Reseller prices may vary.
Performance note — dropping from 14 disk to 4 SSD will probably work well for many clients, but ignoring even capacity considerations, there may be

scenarios where more SSD are required or scenarios where fewer SSD can be used. The “fewer” scenario is less likely for BMi. ==—m= =
© IBM France 2017
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eMLC4 Sector Size Pricing Difference

eMLC3 5xx and 4k priced the same

New eMLC4, 4Kk is better price

528-byte = 5xx 4224-byte = 4k
4Kk prerequisites
+ POWERS system (not POWER?7)
+ PCle3 SAS adapter — or POWER system unit SAS bay

* Proper OS software level

Can not mix 5xx and 4k in same array

Prices are USA list prices on an S824 and are subject to change. Reseller prices may vary.

34

eMLC3 vs eMLC4 Price example 4k

« 2.5-inch (SFF) SSD 387GB )
 eMLC3 4k price $3,588 ':33 /@
* New eMLC4 4k price $2,399

* PLUS large maint savings after warranty

eMLC3 vs eMLC4 Price example 5xx

» 2.5-inch (SFF) SSD 387GB
oS =25%
« eMLC3 5xx price $3,588

* New eMLC4 5xx price $2,649

* PLUS large maint savings after warranty

1
1

© IBM France 2017
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Refresh All Power SSD — and Add New SSD options

ol .
B Ear 4 EEacy— 4
; . ; ¢

POWERS8 servers (notLc line) EXPANSION & REFRESH
» 2.5-inch SSD for all OS

» Refresh 387GB and 775GB - ~33% 4k price reduction +
bigger maintenance price reduction

« Add 1.55TB - better $/GB, better footprint efficiency
« Add 1.9TB Read Intensive - Lowest$/TB ever

* 1.8-in SSD for all OS (only on 2-socket Scale-out and E850)

» Refresh 387GB - ~33% price reduction + bigger
maintenance price reduction

« Add 775GB - better $/GB, better footprint efficiency

7

POWERT* servers:

REFRESH

» 2.5-inch 387GB and 775GB SSD
* Up to ~25% 5xx price improvement +
maint improve
» Support in EXP24S 1/0O drawer run by
existing PCle2/PCle3 SAS adapters

* “C” and “D” models and model 795.
Other “B” models not supported

Price performance statements are based on USA list prices and are subject to change.

35
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2.5-inch eMLC4 SSD Annc 12/4/2016

Write & Read intensive GA 27/5/2016

387GB (refresh), 775GB (refresh), & 1,550GB (new) capacity

Supported by all OS -- AIX, IBM i, Linux i
eMLC4 sector formatting pricing 4k = lower price % |
Improved performance over eMLC3

Placed in POWERS8 System units (SFF-3) or in EXP24S 1/O drawer (SFF-2)

Biggest reductions

eMLC3 today 2.5” 4k | ~33%price |eMLC4 new(2.5”) 4k """
5 ~ 500/ ”- + => | 387GB $2399 + $71%4 a!nt
or oxx o Price+maint | 775sGB  $4199 + $25+ maint

387GB $3588 + $48+ maint B/

1.55TB  $7999 + $48+ maint
775GB $6200 + $84+ maint

Ny le /I
250 ~Clio, eMLC4 ne 5XX  Fowers
~409o, 'O"/Ce 387GB  $2649 + $T¥Maint
Joly7 775GB  $4449 + $25+ maint

° Pr, ICe+
’778/'/71

Prices are based on USA list prices on S824 and are subject to change. Reseller prices may vary. Prices on other models may vary.
Warranty differences between server models and coverage chosen impact size of maintenance savings.
Maint price shown is for S824 monthly 9x5 NBD coverage. The “+” behind the number is a reminder many clients buy additional coverage.

36 © IBM France 2017
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1.8-inch eMLC4 SSD

Write & Read intensive

387GB (refresh), 775GB (new) capacity
Supported by all OS -- AIX, IBM i, Linux

eMLC4 Sector formatting pricing 4k byte = lower price

Improved performance over eMLC3
Placed in 2-socket POWERS8 Scale-out with high function backplane or in E850

system unit

eMLC3 today 1.8”

5xx
387GB  $3588 + $48+ maint

Biggest reductions
~ 33% price

~50% price+maint
B/'

Annc 12/4/2016
GA 27/5/2016

e
£ % \
v

POWERS

eMLC4 new(1.8”} 4k
387GB  $2399 + $14+F maint

775GB  $4199 + $25+ maint

1
POWERS

eMLC4 new(1 .8”2 5xx

387GB  $2649 + $14+ maint
775GB  $4449 + $25+ maint

Prices are based on USA list prices on S824 and are subject to change. Reseller prices may vary. Prices on other models may vary.
Warranty differences between server models and coverage chosen impact size of maintenance savings.
Maint price shown is for S824 monthly 9x5 NBD coverage. The “+” behind the number is a reminder many clients buy additional coverage.

37

© IBM France 2017



)
.

Power Systems

2.5-inch 1.9TB Read Intensive SSD
Annc 12/4/2016

GA 27/5/2016

@nsive: lowest $/GB on Power ... must manage use (fuel ga@

First general purpose Read Intensive (RI) for Power — commonly used in industry
Supported by all OS -- AlX, IBM i, Linux

4k byte sectors  (no 5xx byte o "i
Good read performance=write performance up to 70% slower than eMLC4 S

Placed in POWERS8 System units (SFF-3) or in EXP24S 1/O drawer (SFF-2)
Actual capacity 1,860GB — rounded up to 1.9TB in name

eMLCA SSD 2.5" 4k | _ ~ 550,

]
775GB $4199 > ~$5.4/GB .
1.55TB  $7999 > ~$5.2/GB —=VCr | | 1.9TB RI new 2.5” SSD rowers

4k
we ~
Previous eMLC3 SSD 2.5” ~ 700/(’-\\’\(353\\16 1.9TB 34399 > ~$2.4/GB

775GB $6200 -> ~$8/GB ps M

Prices are based on USA list prices on S824 and are subject to change. Reseller prices may vary. Prices on other models may vary.
Warranty differences between server models and coverage chosen impact size of maintenance savings

© IBM France 2017
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1.9TB Read Intensive SSD Insights

39

“Worn out” is not “Broken”

Broken | Worn out
Read Intensive IBM replace under warranty Yes Yes
1.9TB SSD IBM replace after warranty under maint contract Yes No
eMLC2/eMLC3/ IBM replace under warranty Yes Yes
eMLC4 SSD such as | g\ replace after warranty under maint contract Yes Yes
387GB or 775GB

Write intensive workloads can “wear out” the drive -- watch your fuel gauge to monitor usage
Approximately 3,394 TB of data can be written to drive, but may be somewhat larger
Drive Write Per Day (DWPD) rating of “1”

Use RI SSD when you are confident your write workload is reasonable
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Fuel Gauge for 1.9TB RI SSD

* The following example specific to IBM i, but other OS are similar
* SSD Fuel Gauge lists usage statistics and service information for Read Intensive
SSDs

e See www.ibm.com/developerworks/ibmi/techupdates/hw/issdfuelgauge

1. Resource name: DHPOS8S

 Information provided for each RI SSD: Location code: U5887.001.G46A027-P1-D24
. Part Number: 00LY371
Resource name Serial Number: STYAL696
° Location code Firmware Level: 50A5
Number of bytes written to SSD: 191618 GB
e Part number Number of written bytes supported: 3588096 GB
. . Life Remaining Gauge: 96%
* Drlve Serlal number PFA trip (Predictive Failure Analysis warning has been logged): No
* Drive firmware level Power on days: 1o

* Number of bytes written to SSD

* Number of written bytes supported

* Life remaining gauge

* PFA trip (Predictive Failure Analysis warning has been logged)
* Power on days

40
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New EXP24SX SAS Storage Enclosure (#ESLS)

« POWERS servers

» Supported by existing 6Gb PCle3 SAS adapters (#EJOL, #EJ14, #EJOJ)
« Same disk and SSD as in existing EXP24S — same carrier/tray, feat code
» 4k byte sector ONLY (no 5xx byte sector in 2016)

« Can mix with existing EXP24S drawer on same PCle3 SAS adapter

* New 12Gb capable SAS cabling

© IBM France 2017
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» Supported on POWERS servers

« IBMi 7.2 or 7.3 or later

 FW 860 or later

» Dedicated mode (no VIOS - like existing adapter)

« Can mix with existing PCle Crypto cards — binary compatibility
» Shipping for months on System z .... There known as 4767-002

© IBM France 2017



7A)
Power Systems Z

« For POWERS8 x16 PCle slots
» Ethernet NIC & RoCE adapter (VIOS only supports NIC)
* IBM i support through VIOS

« Alternative to existing 40Gb adapter (#EC3A/HEC3B)
* Note that actually driving through put takes a lot of cores, plus virtualization
adds some overhead — so “don’t expect 100Gb in practical, actual usage”

© IBM France 2017
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Entry Power S814 Enhancement -- Top mount RDX
docking Station #EUA3

9 Dec 2016 GA

44

Integrated entry save/restore
For factory-shipped tower configuration (4-core or 6-core)

— No field MES
— No 8-core S814 (no such thing)
USB RDX docking station firmly mounted on top tower.
— Adds about 5 cm (2 in) to height of tower
Rear two USB ports removed from server due to internal RDX USB
cabling
— These ports provide power to RDX and signal
Front USB port remains available for client use

Equivalent function/performance to #EU04 or #EUO03 docking station

AlX, IBM i, Linux

1
1
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External RDX Docking Station (#EUA4)

» #EUA4 is follow-on product to #£U04 — entry save/restore option
» Same performance, same application functionality

> New #EUA4 to be available WW *

» #EUO4 withdrawn in multiple countries due to certification shortfalls
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PCle1 SAS Tape/DVD Dual-port 3Gb x8 (#EJ1P/#EJ1N)

46

PCle Generation 1

Used to attach older external tape drives & removable media
that do not attach via newer adapter.

Only on POWERS systems

Poor performance if attach disks with RAID protection
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Virtualization

47
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IBM i virtualization support summary

---- Enhancements from April / May 2016 (below) ----

Live Partition Mobility - Support for active tapes

---- Enhancements from Nov 2016 (below) ----

vNIC fail-over VIOS TR 1 TR S N/A

Shared Ethernet Adapter (SEA) large send VIOS TR 1 TR S N/A
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LPM support for active Tape drive

Movement of an IBM i partition from one server to another while a tape drive is actively
in use

The tape device may be in the midst of a tape operation, such as save or restore, while the
partition i1s moving to the target server, and it will continue to operate seamlessly during
that move

A remaining restriction is that the tape drive or tape library Vary On operation may fail
during the move to another server. If a tape Vary On fails due to an LPM operation, just
retry the Vary On

Tape & tape library devices supported

Fibre Channel LTOS and newer drives in the 7226 enclosure

TS3100/TS3200 (3573) with LTOS and newer Fibre Channel drives

TS3310 (3576) with LTOS and newer Fibre Channel drives

TS3500/TS4500 with LTOS5 and newer, and 3592-E07 and newer Fibre Channel drives
ProtecTIER® virtual tape library, code level 3.3.5.1 or newer

49
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VNIC Fail-over & SEA improvements

SR-I0OV vNIC Fail-over

Provides automated fail-over for SR-IOV network configurations

Shared Ethernet Adapter (SEA) performance improvements
IBM i configurations with Virtual I/O Server (VIOS)
Leverage large send architecture

Performance gain varies, but should be especially useful for 10 Gb
Ethernet
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Additional Enhancements

Enhancements from April and May 2016 (below) ---
SSD Fuel Gauge Base TR 4
HyperSwap for DS8000 IASPs
Enhancements from November 2016 (below) ---
Containers make USB Flash and RDX look like a stack of TR 1 TR S
DVDs

New format for tape volume statistics TR 1 NA
Identifying a partition with a UUID TR 1 TR S

52
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Additional Enhancements

Enhancements from March 2017 (below) ---
Serviceability improvements for severe errors TR 2 TR 6
Flash drive no longer requires a physical pull or push when TR 2 TR 6
exported
Default setting for 4096 sector disk has been changed TR 2 TR 6
DS8000 HyperSwap disks no longer require resume of normal
C . TR 2 TR 6
replication before IPLing

IBMi7.3TR2 & IBM i 7.2 TR6 was announced Feb 14 and GA March 17, 2017

53
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PowerHA for i — HyperSwap for DS8000 IASPs

-
HyperSwap I/= yperSwap

IASP replication plus HyperSwap

N

HyperSwap relationships can be configured for SYSBAS logical units only, IASP logical units only, or both

HyperSwap for ‘near-zero’ downtime storage planned and unplanned outages

PowerHA vary off/on of IASP for OS planned/unplanned outage, disaster recovery

Available via 7.2 PTF

1
1
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SVC & Storwize Hyperswap with LUN Level Switching

= PowerHA for V7R2 & V7R3 support Hyperswap with IASP.

SITEA SITEB

I”
7
\
\\ .
p - s s c— — e — — — —_——————a
= N SITE B Control
) closur Enclosure

......

e e e e e e —

— — — — —————— —— ———— — — ————— —
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Fuel Gauge for 1.9TB RI SSD

* The following example specific to IBM i, but other OS are similar
* SSD Fuel Gauge lists usage statistics and service information for Read Intensive SSDs

* See www.ibm.com/developerworks/ibmi/techupdates/hw/issdfuelgauge (available April)

1. Resource name: DMP0O88

* Information provided for each RI SSD: Location code: U5887.001.G46A027-P1-D24
. Resource name Part Number: 00LY371
. Serial Number: STYAL696
[ ]
Location code Firmware Level: BH(A5
* Part number Number of bytes written to SSD: 191618 GB
e Drive serial number Number of written bytes supported: 3588096 GB

Life Remaining Gauge: 96%

. PFA trip (Predictive Failure Analysis warning has been logged): No
* Number of bytes written to SSD Power on days: 158

* Number of written bytes supported

e Life remaining gauge

* PFA trip (Predictive Failure Analysis warning has been logged)
* Power on days

* Drive firmware level

56
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New HMC Options

=  Refreshed rack-mounted HMC
For POWERG and later servers

7042-CR9 --- follow-on to CR8

<@ - New HMC virtual appliance (vHMC)
HMC For POWERG6, POWER7, POWERS servers --“-“*

Same functionality as traditional HMC (version 8) *===sseeeuuusiii.,, .. "
Runs as virtual machine on x86 server

! Options for attachment to a server !

e e — e mm——y

n
lll..........r

w o .‘---------..‘.““ : " "---.-...--""‘J

[
LE R B N L
LR ] -
LE N § L 'lllIlI-ll...'

One VHMC and
One or two HMCs one HMC

One or two VHMCs

57
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7042-CR9 HMC Details

= For POWERG and later servers
= 7042-CR9 --- follow-on to 7042-CR8 e —
= Normal technology refresh
= Similar price to CR8

» Refreshed rack-mounted HMC

2.4GHz Intel Xeon Processor
16GB to 192GB memory (#EM20 16GB feature code)
Most clients expected to use 16GB or 32GB for HMC
One or optionally two 500GB SATA disk drives
Second drive allows RAID1 mirroring protection (recommended/defaulted)
Support any two of the eight physical hot-plug SFF bays (max 2 supported)
DVD-RAM
Four integrated Ethernet ports
Six USB ports
One PCle slot
One or two power supplies (two recommended for hot-plug redundancy)
1U (1 EIA)
Like CR8, does not offer an internal or external modem (or support one)

HMC code level 8.4.0 or later
1U (1EA) rails included with CR9 (no separate feature code)
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HMC Virtual Appliance Details

59

IBM Virtual HMC Complete Software offering
License plus software maintenance
PID — 5765-HMV e raa e .38
Approximately $3k price including 1 year SW maint  #=seeuann........ .. >

Virtual HMC Runs
On x86 Hardware (provided by client)
Under KVM or VMware virtualization (provided by client)

New vVHMC Complete Software offering
Activation engine — provides configuration on first boot
Accept License, locale, network, SSH, NTP

Manages any POWERG or later Power servers
Version 8 HMC firmware
Can be used with or without hardware HMCs
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Optical Containers Make USB Flash Look Like a Stack of DVDs

Creating Optical
Image Catalogs

Use USB Flash
drive to download
PTFs

Storing image
catalogs

Back-ups with RDX
media

60

®

Create only on disk (IFS)

Not possible — instead stored
image on disk in IBM i LPAR
and added it to image catalog

or burned it to DVD

Had to use expensive DASD

and virtual media

Incremental saves in

separate directories, followed
by deletes for re-use, resulted

in file fragmentation &
performance degradation

Store Image catalog into QOPT

file system on USB device

Download ISO image of PTFs

onto PC at office, move it to

USB Flash drive, apply PTFs

directly from Flash drive

Store image on USB Flash

Drive. BP or ISV could take a
USB Flash Drive to a customer

site

Partition RDX media into

multiple virtual disks to allow

multiple incremental saves

IBMi7.3TR1
IBMi7.2TR5

Makes data on USB media look like
stack of DVDs

Easy portability of PTFs

USB is less expensive and more
portable

Allows RDX media to be leveraged
for nightly back-ups, weekly back-
ups, etc.

** Although these virtual disk images cannot be
used for D-mode IPL, they are very useful for
restoring data after IPL.

1
1
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Resources link

= [BM 1 — Hardware & Firmware enhancements

— https://www.ibm.com/developerworks/community/wikis/home?lang=en#!/wiki/IBM%201%20
Technology%20Updates/page/Hardware%20and%20Firmware

61
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What is the Geographically Dispersed Resiliency (GDR)
for Power Systems DR solution?

A simplified way to manage DR

= Automated DR management VM restart
control system (KSYS)

* Improved economics by eliminating the need

for hardware and software resources at the backup site Site 1

= Easier deployment for disaster recovery operations;
unlike clustering or middleware replication technologies,
VM restart technology has no operating system or
middleware dependencies.

= Support for IBM POWER7® and POWERS8® Systems
= Support for heterogeneous guest OSs

- AIX

— Red Hat

- SUSE

— Ubuntu

— IBM i with GDR v1.1 SP1 (Ann May 9 — GA June 23)
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GDR for Power Systems — how it works

Site 1 Site 2

__________

Restart LPARS

VM1
=
0
(7]
N

_
Host 1 Host 2
Storage mirroring
e ‘u Replicated
Storage
Storage Storage 8
Devices Devices 3

= The storage subsystem at the backup host is prepared and mapped to VIOS and then VM1 and VM2 are
booted up

= VMs from site 1 are now restarted on the backup host in site 2
= The underlying mechanism that enables this to happen is the KSYS orchestrator at site 2

= From a customer perspective, this operation is accomplished with a single command

64
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GDR helps to optimize your business continuity plan.

Automation Capacity management
= A more reliable, consistent » Cross-site or intrasite CPU
recovery time KSYS and memory adjustments
= Help in reducing or (control system) before DR
eliminating human = Power Systems enterprise
intervention and errors pool exploitation
[ ——
-_—
AR —
4 }; i i ............................
| | Il o
Single point of control HMCs, VIOSs, Storage Validation
= Centralized status reporting = Daily verification across sites
= Centralized administration through for issues such as missing
a hardware management console mirrors and more
(HMC) facilitating functions such » Email alerts to administrators

as centralized live partition

. o = Facilitation of regular testing
mobility (LPM) initiations and more

for repeatable results
= Single command-based
administration
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GDR for Power — disaster recovery made simple

GDR for Power (Client datacenters)

O

O O O O

Automates disaster recovery operations

Restart VMs at a secondary site

Single point of control for ease of management

Co-exists with PowerHA, PowerVC and LPM environments
E870/E880 capacity back up (CBU) for significant savings

(]
(]

Site 1 Site 2

Support for heterogeneous guest operating systems:
AIX, RedHat, SUSE, Ubuntu (IBM i 2017)
EMC Storage support initially, additional storage options in 2017

IBM DRaaS (IBM hosted, available in 2017)
IBM managed and/or hosted resiliency services
Reduce total cost of ownership by reducing infrastructure

(©]
o

O

costs

Faster, agile recovery, using a managed cloud in your private,
hybrid or public cloud environment
Continuous monitoring by IBM insures that your disaster
recovery environment is always ready

(1]

Site 1

(]

IBM Managed Resiliency Site

All plans subject to change at the discretion of IBM

16

DRaasS in the IBM cloud provides Automated Disaster Recovery management, Economics of eliminating redundant

software resources, and is Easy to deploy

statement of direction;

As part of the Resiliency portfolio IBM will look to continue the integration of GDR into our Disaster Recovery as a Service offering providing increased value to
our client base. IBM's statements regarding its plans, directions, and intent are subject to change or withdrawal without notice at IBM's sole discretion.
Information regarding potential future products or services is intended to outline our general direction and it should not be relied on in making a purchasing
decision. The information mentioned regarding potential future products or services is not a commitment, promise, or legal obligation to deliver any material,
code, functionality, or service. Information about potential future products or services may not be incorporated into any contract. The development, release, and
timing of any future services or features or functionality described for our products remain at our sole discretion.
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IBM i Cloud Solutions announcement

= Cloud Storage solution for i
— Ann. October 11t 2016 / GA October 28t 2016

= IBM Cloud Management Console for Power

Systems
— Announcement & GA May 9th 2017

= IBM PowerVC v1.3.3
— Announcement May 9 / GA June 23 2017
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Cloud Storage Solutions for i

——

— —— 7 Virtual g TcPip
Tape /

Softlayer, Amazon,Azure,..

» Cloud Storage Solutions for i is an API that enables deployment of IBM i data to a
public cloud

— Initially targeted for customers with under 1 Tbyte of data
— Initial public cloud provider: Softlayer
« Initial product offering will feature
— Turn-key BRMS setup and run with virtual tape management
— Security via VPN
» Auto save and synchronize files in the IBM i IFS directory (future plan)
— Roll your own backup/recovery (bandwidth considerations)
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IBM Cloud Management Console for POWER Systems

IBM Cloud Management Console for Power Systems
Cloud-based micro-services that can be accessed securely, anytime, anywhere for your complete enterprise

As data centers scale out and up, there’s an increasing need for a complete view of the infrastructure.

o =p

—J
IBM Bluemix IBMCloud CJ
< e EJ -
. (|
< Novalink E
ﬂ s
—— 4

Inventory Aggregation
o Power Systems, HMCs, LPARs, etc.
o Health and State

o Hardware Inventory

o Resource Groups Performance Monitoring ~ With a roadmap to include features like:
Logging and Auditing o Aggregated Views across Enterprise o Predictive trends in performance and auditing
L 0a A " o Energy Monltorlng o Capacity On Demand compliance monitoring and
o LOg Aggregation o OS Metrics billing
2017I3?C01:>-oe ;!Ei;:n etry o Software Defined Environments topology 4
HMC 8.8.6 SP1 (May) Ann May 9t

© IBM France 2017
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Current Applications Available

IBM Cloud
Management
Console is a
platform.
Because of this,
these are the first
apps that are
available, but
there is a
roadmap of
continuous
development —
which means
continuous value
delivered directly
to the client.

nventory to find what you need. Select any resource fofiter the status information fortht resource.

Hordware
Eserver-s2a4-21A-SNTUOOS Soua Sorax
»»»»»»»» @ Processr Procesor [}
scr s
sssss o e
o s
ory. ® Momory @®  Momory ®
o ™ Y
8o s osazs
® ® ®
wwwwwwwwwww ® Power supplies. ® ower supplies. @
v ® ® ®
o o O wo m]
] ] [} O o u] [u] m] m]

Monitor the health status of all the resources in your Power
infrastructure. Search your resource and hardware inventory to
find what you need.

No data available No data available

5

Monitor the performance of your Power environment. For
systems, partitions and shared storage pools easily see
utilization trends and monitor data center efficiency with
energy metrics.

D
for Business

— Logging

Logging

Use the Logging applcation o get insighs nto your data center PowerVM Virtualzation actions such as Live Partition Mobilty (LPM), Remote Restart (RR), and Partition Lfecycle.

........

Insights into your data center PowerVM Virtualization actions such
as Live Partition Mobility (LPM), Remote Restart (RR), and
Partition Lifecycle.

Managed System Blacklist  Showing 0 Blackited Managed Systems)

Manage user access by application, disable whole apps,
manage blacklisted systems and firewall configurations

© IBM France 2017




® -

S—
for Business

Power Systems

Inventory Application

Inventory

Inventory

Monitor the health status of all the resources in your Power infrastructure. Search your resource and hardware inventory to find what you need. Select any resource to filter the status information for that resource.

State RMC Hardware Group OS version SPP

3 of 36 cards « < 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 > >

&= Server-8284-21A-SNTU00152 &= bud &= brazos4 3

Processor @ Processor @ Processor @
Configurable system processor units 6 CPU Configurable system processor units 8 CPU Configurable system processor units 128 CPU
Current available system processor units 5.6 CPU Current available system processor units 2 CPU Current available system processor units 89.04 CPU
Installed system processor units 6 CPU Installed system processor units 8 CPU Installed system processor units 128 CPU
Memory @ Memory @ Memory @
Configurable system memory 128 GB Configurable system memory 128 GB Configurable system memory 2048 GB
Installed system memory 128 GB Installed system memory 128 GB Installed system memory 2048 GB
Current available system memory 125.5 GB Current available system memory 86.5 GB Current available system memory 682.25 GB

) ® wo ® w ®

Power supplies @ Power supplies @ Power supplies @

FANs ® FANs ® FANs ®

Filter data Types [ systems [ Partitons  [] vios [ Hmes
Filter groups . test-vios . demo . test . hello D groupi D Group1 |:| Group11 D 1 |:| Group10

D maggiano_services . perf_group

Monitor the health status of all the resources in your Power infrastructure. Search your
resource and hardware inventory to find what you need.
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Logging Applications

Logging

Live Partition Mobility / Remote Restart Partition Lifecycle

Search in resources

O,

A

Operation Types

OPERATION NAME

. [l nactive LPM
Active LPM Validate

[l Active LPM
[T] Inactive LPM Validate

[[] Remote Restart

Use the Logging application to get insights into your data center PowerVM Virtualization actions such as Live Partition Mobility (LPM), Remote Restart (RR), and Partition Lifecycle.

Time Range

All -

OPERATION %

8%

14%

74%

5%

0%

Insights into your data center PowerVM Virtualization actions such as Live
(LPM), Remote Restart (RR), and Partition Lifecycle.

Partition Mobility

= © IBM France 2017
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Performance
Performance
Monitor the performance of your Power environment. For systems, partitions and shared storage pools easily see utilization trends and monitor data center efficiency with energy metrics.
V Filter ® Last 2 Hours c 5 Minutes @
Logical Partition Processor Utilization Logical Partition Memory Utilization
0.002 4.6 GB
c 4GB
c S
s £
5 0.002 3
= 5 3GB
5 5
0.001
5 § 208
5 E
£ 0.001 S
g - ‘(E“_ 1GB
o
0.000 0 Bytes
05/01 10:36 05/01 10:53 05/01 11:10 05/01 11:26 05/01 11:43 05/01 12:00 05/01 12:16 05/01 12: 05/01 10:36 05/01 10:53 05/01 11:10 05/01 11:26 05/01 11:43 05/01 12:00 05/01 12:16 05/01 12::
®1BMi @ 1BMi
OS METRICS
CPU user time CPU system time
No data available No data available
NETWORK USAGE TREND
Logical Partition Network Usage Received/Sent Bytes
1B 1B
g 5008 500 B
53 B

Monitor the performance of your Power environment. For systems, partitions and shared
storage pools easily see utilization trends and monitor data center efficiency with energy ?
metrics. =
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Cloud Connector Management

G

D
for Business

Settings / Manage Users Apps Cloud Connector

Cloud Connector Management

Cloud Connector Startup Command

Note: If you are using a proxy for cloud connector, please do not use this command as-is. See the man/help for proxy options you will need.

chsvc -s cloudconn -o start -k

ZmNXMUU2eGtubWzkZEd6WnRQUNFEeWZKZKFBSKF jTjMzdW94dzhNbml0VHZ YVGXxSR1hBZ 1gxdE5jaXVLOXQybWktWkZneVF 10kowU2xTYmVMOUNYTmlzcGI3cWFhR20wdFFJb2pSdUdrTDBYRGQ5SVRZY0xGS 3FkdktxMmczNGtmYVVIYONETONwSG8zNURfVmp6e
mY4TFFrbWtuSGxKVVBnaFVGVnhnbjBsWkNjeXNFc0ZtNXV2UDJkUTB1SO0VQRHAMc32heW5kVV84CcFRKeVE5dGZtZ jVMY1RDbJF6NkUWY j 2 fTWXBTEd4Q1dYMGXxmVmZLUHkxbjg2e1J2UWILZUtWS2t2zaz1kTU1kdTQOWLIGUWk2R1VgVGZVYkcxRkXTVKVSQzE3SX
dFZ2RNbUZZV1ZCdjNuzZFdzeTNWRTBnVH1IWAE04R1dZSmFEQ1dLRUJYeTINSnVROmhtY251eHQuc3RhZ2UXLml5Ymx1ZWlpeC5uzZXQ

Cloud Connector Status  Current state of 16 HMC(s)

A HMC -+ NTP STATUS
A 7042-CR6*062819C disabled
[ ) 7042-CR8*10C259C enabled
[ ] 7042-CR8*210427D disabled

Managed System Blacklist ~ Showing 0 Blacklisted Managed System(s):

MANAGED SYSTEM REMOVE

Livoaaall fio, 41 T T i 2 Ao Lo S 1=y -l dackale i " i

Manage user access by application, disable whole apps, manage blacklisted systems and
firewall configurations

1
1
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PowerVC v1.3.3 - Simplifying Management for Private Cloud Deployment

Key Dates: Announce: May9
GA: June 23

v’ Usability improvements in the Cloud Self-Service Portal

v' New GA support for PowerVM Software Defined Networking

v' Enhanced support for new storage configurations

v' Dynamic Resource Optimizer support for Enterprise Pool mobile memory balancing

What’s New / Key Features

+ Self-service cloud improvements
* New Ul for cloud admins which simplifies policy management
* New Project-level quotas which provide finer control over tenants usage
* New email alerts for cloud admins for provisioning requests
* Improved metering data with more detail on resource usage by tenant

* Management of PowerVM Open I/O based software defined networks which includes VXLANs and
external IP addresses

» Brocade virtual fabric support

* Reference architecture to enable HA configurations for the PowerVC management server

* Dynamic Resource Optimizer can now balance Enterprise Pools mobile memory for NovaLink
configurations

* Improved usability now allows renaming VMs in the PowerVC console

 Support for deploying VMs with 1/20%" of a core granularity
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IBM POWER 9

7
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Roadmap POWER Processors

‘
for Business

Power Systems invested in the future with promising Roadmap POWER8 and POWER9

Partner Chip
[ POWER?7 POWERS POWER9 ] [ POWERS/9 ] [ POWER10 }
2010 2012 2014 2016 2017 TBD 2020+
POWER?7 POWERT7+ POWERS POWERS P9 SO P9 SU 2016-2020 P10
8 cores 8 cores 12 cores w/ NVLink 14nm 14nm P8/£; SO 10nm
45nm 32nm 22nm 10 —7 nm
New Enhanced New Enhanced New New TBD New
Micro- Micro- Micro- Micro- Micro- Micro- Existi Micro-
Architecture Architecture Architecture Architecture Architecture || Architecture Xisting Architecture
With NVLink — Micro-

New New New 5X Bandwidth N New Architecture New
Process Process Process Process Process Process
Technology Technology Technology Technology || Technology Technology

Large eDRAM L3 Cache Optimized for Data-Centric Scale-Out Datacenter TCO oot Extreme
Workloads Optimization Design Analytics
Optimized VSX Partet hia et Optimization
Acceleration Enhancements & Systems
Enhanced Memory Subsystem CAPI Acceleration / 110 to CAPI and NVLINK 'ﬁ;ﬁ[ﬁg:{‘f)’,

PRICE, PERFORMANCE, FEATURE & ECOSYSTEM INNOVATION

78
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POWER Processor Technology Roadmap

POWER7
45 nm

Enterprise

-8 Cores
- SMT4
- eDRAM L3 Cache

1H10

79

POWERS Family

22nm
POWERT7+
32 nm Enterprise &
Big Data Optimized
Enterprise

-Up to 12 Cores

- SMT8

- CAPI Acceleration

- High Bandwidth GPU Attach

- 2.5x Larger L3 cache
- On-die acceleration
- Zero-power core idle state

2H12 1H14 - 2H16

S—
for Business

POWER9 Family
14nm

Built for the Cognitive Era

— Enhanced Core and Chip
Architecture Optimized for
Emerging Workloads

— Processor Family with
Scale-Up and Scale-Out
Optimized Silicon

— Premier Platform for
Accelerated Computing

2H17 — 2H18+
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Coherent Accelerator Processor Interface

Non-CAPI CAPI

Off-Chip
Accelerator

FPGA
w/CAPI
Accelerator
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CAPI Lowers Flash Latency

Tradition
al

PCle 20,000
Drivers Instructions

<500
Instructions

=

raditiona
PCle
— Ie Gen3
Electric
als

%
=
=

Sl e

=
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Power Systems and NVIDIA GPUs

NVIDIA GPU NVIDIA GPU with NVLink
| - |
Gle xts N
POWERS POWERS
with NVLink
2015 2016
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NVIDIA Pascal P100 Unified Memory

GPU POWERS

Unified Memory

Data transparently
migrated between GPU
and POWERS8 memory

Single 49-bit virtual
address space

Accelerated by NVLink
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POWER9 Family — Deep Workload Optimizations

Emerging Analytics, Al, Cognitive )
FEN, 7
S0 N .

Sardl © LR

- New core for stronger thread performance
IBM Wétson a Tensor
Spark Caffe

- Delivers 2x compute resource per socket
- Built for acceleration — OpenPOWER solution enablement [ DB2 BLU ]

Technical / HPC
- Highest bandwidth GPU attach %OAK RIDGE
National Laboratory M Lawrence Livermore
National Laboratory

- Advanced GPU/CPU interaction and memory sharing
- High bandwidth direct attach memory

Cloud / HSDC G |
oogle
IBeS (3

- Power / Packaging / Cost optimizations for a range of platforms
- Superior virtualization features: security, power management, QoS, interrupt I=Ee:
SOFTLAYZR rackspace.

Enterprise
for Business 'Qf ) 4

- Large, flat, Scale-Up Systems
PowerVM

- Buffered memory for maximum capacity
SAP ORACLE

- Leading RAS
- Improved caching

- State of the art IO technology for network and storage performance

J

III
1

nll
]
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POWER9 Processor — Common Features
NeW Core Microarchitecture SMP/Accelerator Signaling Memory Signaling LeaderShip
Hardware Acceleration Platform
* Stronger thread performance o « Enhanced on-chip acceleration

* Nvidia NVLink 2.0: High bandwidth,
advanced new features
« CAPI 2.0: Coherent accelerator and
storage attach (PCle G4)
SEAE

New CAPI: Improved latency and
On-Chip-Accel

« Efficient agile pipeline

+ POWER ISA 3.0 =
L3 Region | L3 Region |. *

+ 120MB NUCA L3 architecture

* 12 x 20-way associative regions

bandwidth, open interface
S L3 Region | L3 Region L3 Region | L3 Region
» Advanced replacement policies State of the Art /0 Subsystem

- Fed by 7 TB/s on-chip bandwidth | - PCle Gen4 — 48 lanes

SMP/Accelerator Signaling Memory Signaling ngh Bandwidth
T T =] Signaling Technology
14nm finFET Semiconductor Process « 16 Gb/s interface

Enhanced Cache Hierarchy

SMP.Signaling
L]

D
£
‘©

=
2
(%)
L
O
o

SMP. Interconnect &
Off-Chip Accelerator Enablement

Cloud + Virtualization Innovation

* Quality of service assists
* New interigl el * Improved device performance and _ Local SMP

» Workload optimized frequency reduced energy + 25 Gb/s interface — 25G Link

* Hardware enforced trusted execution * 17 layer metal stack and eDRAM
— Accelerator, remote SMP

» 8.0 billion transistors
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POWER?9 Core Execution Slice Microarchitecture

Modular Execution Slices

4 x 128b 2 x 128b 128b 64b
Super-slice Super-slice Super-slice Slice
v\
H ==l== N Ly
-Exec| Exec. 64b | 64b 64b
Slice|.Slice VsuU | vsu Vsu
T
! ¢

LSU | LsU Lsu

POWERS8 SMT8 Core POWER9 SMT8 Core POWER9 SMT4 Core

— LSU

Re-factored Core Provides Improved Efficiency & Workload Alignment

« Enhanced pipeline efficiency with modular execution and intelligent pipeline control

* Increased pipeline utilization with symmetric data-type engines: Fixed, Float, 128b, SIMD
« Shared compute resource optimizes data-type interchange

© IBM France 2017
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POWERS9 Processor Family

Four targeted implementations Core Count / Size

(eor)( Pei )( 256 Link )(166

SMT4 Core SMTS8 Core
24 SMT4 Cores / Chip 12 SMT8 Cores / Chip
SMP scalability / Memory subsystem Linux Ecosystem Optimized PowerVM Ecosystem Continuity

Scale-Out — 2 Socket Optimized (CTeTeTeTele el et e = N
Robust 2 socket SMP system (CCCCCCCCCCCC\ :CCCCCCCCCCC\
Direct Memory Attach Cache and Interconnect Cache and Interconnect
. UptoSE?DR4port§ = =T =< \b —TET= =
« Commodity packaging form factor E 2|l & E S =l g § 2| & ;g S =l 8

@ PCI X 25G Link )@_/ 166

~

Scale-Up — Multi-Socket Optimized - - ~

) cliciiceiiciicic CiICHICI CHIC clclc|clclc|clclc|c|c]|c
Scalable System Topology / Capacity (c c[clelefefelefefele]e] - |
¢ Large mUIti'SOCket Cache and Interconnect Cache and Interconnect
+ Additional lanes of 25G Link (96 total) kz - 2 \a — <

= <|| £ a K s =l <l 2 a 2
Buffered Memory Attach § ol & . 5 2 “ 8 : oIl % Rl 8
» 8 Buffered channels = =
Centaur

0
o
®)
1
@
C
-5

=

@entaur PCI X 25G Link  )( 16G
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POWERS9 - Dual Memory Subsystems

Scale Out Scale Up

Direct Attach Memory Buffered Memory

i

]

e =
o
N N N N

8 Direct DDR4 Ports 8 Buffered Channels
* Up to 120 GB/s of sustained bandwidth * Up to 230GB/s of sustained bandwidth
* Low latency access + Extreme capacity — up to 8TB / socket
*+  Commodity packaging form factor +  Superior RAS with chip kill and lane sparing
* Adaptive 64B / 128B reads +  Compatible with POWERS system memory

+ Agnostic interface for alternate memory innovations

© IBM France 2017
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New POWER9 Cores

Optimized for Stronger Thread Performance and Efficiency
* Increased execution bandwidth efficiency for a range of workloads including commercial, cognitive and analytics

+ Sophisticated instruction scheduling and branch prediction for unoptimized applications and interpretive languages

« Adaptive features for improved efficiency and performance especially in lower memory bandwidth systems

Available with SMT8 or SMT4 Cores
8 or 4 threaded core built from modular execution slices

Branch —.I Instruction Cache |
Predict l 16i
POWER9 SMT8 Core N Instruction Buffer |

» PowerVM Ecosystem Continuity §12i

« Strongest Thread S.ii,‘;fié Iill:::l["l]E;][;j[;j”-?]|¥{'I L—,'L—]
it T Y 1

* Optimized for Large Partitions 11 Ty by

BRUIBRU | 64b | 64b 64b | 64b 64b | 64b
VsuU | vsuU VSU | VsU VSU | VSU

64b
Vsu

{ 3 i 3 W { 1
{1 1 O {1 1 O
SMT8 Core

89

POWER9 SMT4 Core
* Linux Ecosystem Focus

h "l Instruction Cachel
------ 8i

| Instructlon Buffer |

Decode/

* Core Count / Socket Dispatch

* Virtualization Granularity

\

YV YY vy vy
RU 64b | 64b 64b | 64b E
vsu | vsu | | vsu | vsu | (93

i DI

i i i

DwW ow | ow
\LSU LsU Lsu | Lsu /

SMT4 Core
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POWER9 Core Pipeline Efficiency

Shorter Pipelines with Reduced Disruption

Improved application performance for modern codes
POWERS Pipeli
« Shorten fetch to compute by 5 cycles e Ipeline

« Advanced branch prediction ?

Fetch to Compute
Reduced by 5 cycles

POWER9 Pipeline
Higher performance and pipeline utilization
* Improved instruction management

— Removed instruction grouping and reduced cracking GXFR

— Enhanced instruction fusion

— Complete up to 128 (64 — SMT4 Core) instructions per cycle

g
s
:

XFER

ey
;

Bl
NN
&3
=~
BE

Reduced latency and improved scalability ,
* Local pipe control of load/store operations \ -

— Improved hazard avoidance .

— Local recycles — reduced hazard disruption Reduced Hazard

— Improved lock management Fea ] Disruption
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POWER9 - Core Compute

Symmetric Engines Per Data-Type for
Higher Performance on Diverse Workloads

SMT4 Core Resources

Fetch / Branch
+ 32kB, 8-way Instruction Cache
e 8 fetch’ 6 decode Predecode'—,lu Instruction $ F——Pm—bm SMT4 CO re
* 1x branch execution =X :
|Prerg|rl]:§|on | Dispatch: Allocate / Rename C'zz:;‘:;:gs 4 ;"ge

Slices issue VSU and AGEN 6

v 3 v 3 v 3 v 3
* 4x scalar-64b / 2x vector-128b I Br:nch S‘ice 11 Slice 0 |1 Slice 1 11 Slice 2 11 Slice 3 |
. v v v v

4x load/store AGEN BRU |AGEN| -,l N N |<- |AGEN| |AGEN| -»I e e |<- |AGEN|
Vector Scalar Unit (VSU) Pipes N @ZL »L;LZL e N »EUZL @Z’L "
- 4x ALU + Simple (64b) - . -
+ 4x FP + FX-MUL + Complex (64b)
. 2x Permute (128b) [ ov |
- 2x Quad Fixed (128b) .
+  2x Fixed Divide (64b) Super-slice e v
* 1x Quad FP & Decimal FP |
L1D$O|L1D$1I|L1D$2|L1D$3I
* 1x Cryptography ¥y ¢ 3
[TRaO1 | tra23 | }

Load Store Unit (LSU) Slices o sRaT] ez T
+ 32kB, 8-way Data Cache
*+ Upto 4 DW load or store

Efficient Cores Deliver 2x Compute Resource per Socket

1
1
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POWER9 - CPU Core Performance
Socket Performance

0.5

POWERS
Baseline

Commercial

Int

Float

Scripting

Graph
Analytics

Business
Intelligence

92

Scale-Out configuration @ constant frequency
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POWER ISA v3.0

New Instruction Set Architecture Implemented on POWER9

Broader data type support

+ 128-bit IEEE 754 Quad-Precision Float — Full width quad-precision for financial and security applications
+ Expanded BCD and 128b Decimal Integer — For database and native analytics

+ Half-Precision Float Conversion — Optimized for accelerator bandwidth and data exchange

Support Emerging Algorithms
* Enhanced Arithmetic and SIMD b

« Random Number Generation Instruction P OW E R

Accelerate Emerging Workloads
*+ Memory Atomics — For high scale data-centric applications
* Hardware Assisted Garbage Collection — Optimize response time of interpretive languages

—

Cloud Optimization

* Enhanced Translation Architecture — Optimized for Linux

* New Interrupt Architecture — Automated partition routing for extreme virtualization
* Enhanced Accelerator Virtualization

» Hardware Enforced Trusted Execution

Energy & Frequency Management
+ POWERS9 Workload Optimized Frequency — Manage energy between threads and cores with reduced wakeup latency

93
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POWERS9 - Data Capacity & Throughput
Big Caches for Massively Parallel Compute Extreme Switching Bandwidth for the
and Heterogeneous Interaction Most Demanding Compute and Accelerated Workloads
L3 Cache: 120 MB Shared Capacity NUCA Cache High-Throughput On-Chip Fabric
* 10 MB Capacity + 512k L2 per SMT8 Core * Over 7 TB/s On-chip Switch
* Enhanced Replacement with Reuse & Data-Type Awareness +  Move Data in/out at 256 GB/s per SMT8 Core
12 x 20 way associativity
POWER9 17 Layers of Metal
- g optar | cnla | cmie Vs oo culo cplne | cnlo omiae | cndo culer m
Core | CorejCore | Core §Core | Core JCore | Core §Core | Core|Core § Core §Core | CoreCore | Core||Core § Core {Core | Core |Core | Core {Core § Core|
| 1 1 \ 1 | 1 .
iomMm 10M 10M 10M 10M 10M 10M 10M 10M 10M 10M 10M v

 PRRRR R RR AR . %
_ E '’ .: ¢

256 GB/s x 12

o 1
‘ ‘ < ] ° PG
‘ 2 9 S o o8
| | F ... ‘ o
= Tag. oq o' o
- .. o (] 0 o4
_ X . > = 5.‘0 .. ’ 0 .2
P .00
IBM & > Bva | R 000 il e
Memory ” Device ‘] ' partner | | 'Gpy? ” ' Partner N
N 94
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High-speed 25G

Modular Constructs - High-speed 25 Gb/s Signaling

rconnect

\(&
N\u\t'\—Draw er SMP 4

NVLINK 2 GPU Accelerator Attach Power Processor | | .
NVIDIA.

Open
CAP| AcceleratOr Attach

Utilize Best-of-Breed R o Proceoel
25 Gb/s Optical-Style Flexible & Modular Giio
Signaling Technology Packaging i
Infrastructure
SEPCA

95
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High-speed 25G
16 Socket 2-Hop POWERS9 Enterprise System Topology

Horizontal Full Connect

4 Socket CEC
I (l [l [
Y / Y Y Y
New 25 Gb/s 4 |
SMP Cable !
4X Bandwidth!!!\‘ / [
3 [ [ [ [ [
= X X X X
; f
Z
8
b=
S
1 \ (l [l 1
D' \ { e \t ! X X
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XIVE - External Interrupt Virtualization Engine

Platform Virtualization Features: Interrupts |, b
ypervisor

New External Interrupt Virtualization Engine (XIVE)
- Prior processors distributed interrupts across system

- Significant Software overhead to route interrupts
- New XIVE hardware routes correctly 1sttime

- Eliminates host processor overhead

- Directly target guest Operating System

- Enable User level Interrupt

97

| LPVA:R1 |

" VP L}
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|
LPAR2
I ‘ VP
VP

\
|
1
|
1
1
|
1
1
I
1
1
1
|
1
1
I
1
I
I
1
1
1
1
I
1
I
I
I
I

Routing
Tablesin
e Inactive
Virt.Proc
VP \
VP \

U
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Platform Virtualization Features: Accelerators

On-Processor Accelerators
— Virtualized: User mode invocation (No Hypervisor Calls)
— Industry Standard GZIP Compression/ Decompression
— AES Cryptography Support
— True Random Number Generation
— Data Mover

98
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Open Innovation Interfaces: Open CAPI

CAPI 1.0, 2.0 Architecture

core Memory | 1/O
” e - ar-nT- \
7213 \
{ cache I
|
I |
I |
POWER-specific |
: el coherence IP |
1
POWER Chip I
: cap |PCle I
L
! POWER-specific |
\ coherence IP ,
”’
Architected
Accelerated Programming
Application Interface

Attached CAPI-Accelerated Chip

New CAPI Architecture

core Memory 1/0
elm= AT """~
I lens k
1 |
| cache POWER-specific |
| coherence IP
I |
1 |
\ ]
W o e A e e e s s w— -

POWER Chip

Architected
Programming
Interface

Accelerated
Application

Attached CAPI-Accelerated Chip

Open Industry Coherent Attach
- Latency / Bandwidth Improvement
- Removes Overhead from Attach Silicon *
- Eliminates “WVon-Neumann Bottleneck”
- FPGA / Parallel Compute Optimized
- Network/Memory/Storage Innovation
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POWER?9 - Premier Acceleration Platform

« Extreme Processor/ Accelerator Bandwidth and Reduced Latency
» Coherent Memory and Virtual Addressing Capability for all Accelerators POWER9

 OpenPOWER Community Enablement - Robust Accelerated Compute Options f’owerAcceI\
DDR
D/!VII
- State of the Art I/O and Acceleration Attachment Signaling Devices I
~ ) PCle
— PCle Gen 4 x 48 lanes — 192 GB/s duplex bandwidth (" asic/ ) &
- FPGA CAPI 18|
_ i — i Devices O3
25G Link x 48 lanes — 300 GB/s duplex bandwidth e Qa) §
* Robust Accelerated Compute Options with OPEN standards GPUs ﬁf’n?( New CAPI % f)
R 88
— On-Chip Acceleration — Gzip x1, 842 Compression x2, AES/SHA x2 asc) | QR 3 3
— CAPI 2.0 — 4x bandwidth of POWERS using PCle Gen 4 oo . N
— NVLink 2.0 — Next generation of GPU/CPU bandwidth and integration L On Chip
Accel
J

— New CAPI - High bandwidth, low latency and open interface using 25G Link
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POWER?9 - Ideal for Acceleration
Extreme CPU/Accelerator Bandwidth
PCle Gen3 x16 PCle Gen4 x16 POWERS with NVLink 1.0 POWERSY with 25G Link

7-10x
Increased Performance / Features / Acceleration Opportunity
Seamless CPU/Accelerator Interaction Broader Application of Heterogeneous Compute
» Coherent memory sharing  Designed for efficient programming models
« Enhanced virtual address translation » Accelerate complex analytic / cognitive applications

« Data interaction with reduced SW & HW overhead

© IBM Frajgee 2017
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POWERS9 -

) OpenPOWER"

e
for Business

Ecosystem Enablement

ety "5“"7# ﬂ“% @ ¥ CARES EL?E.‘T\:“ Gl () e Cenve i i’j glm
- i I g - 4 En‘ " CCSNTUA m
Foundation Youen Bz LSU B (@) e v B B () Ondeme g
rm— MICHIGAN K‘f/ P UNIVERSITY - OVH.COM :,:,:; SINLJ__ATD:J
Sandia AR PN
. . @Izg SASTRA wa  SDSC  &CF (@) . IEES o UFEGD: TAGG
« Accelerating Open Innovation ORCE  @=’ o ® - e W e am | R
Use il 14 ﬂ ﬂ O ) N i ‘@‘ &
« Grown from 5 to over 200 I I a0/ HPC / Research 5 v 86 P o &8 W e 0 &
members in less than 3 years o
4 American N\ ® . E G ®
I Software i f.! Y FIRSTERS Frgw Google oVl redis Tz; ubuntu

POWERSY: Engineered for MWW, &
OpenPOWER Application

Microway NEC N m

} - . .,
TN Bulk  sciara

wisae CSPI DRC E4 @

cowruTEn
HoniENG

OCF ONE Ston

RAPTOR
PENGUIN A
COMPUTING ENGINEERING

 Built for a Broad Range of
Deployments and Platforms

* Open and Flexible Solutions
+ Ideal for Developers

System / Integration

gum DATA A‘!ggq Gittware _ b'ﬂ%f,,g’” ( B2 BROCADE S 9.‘315;?* () comver  DataDirect edicdItgenome Rt N;‘é;
HGST HITACH! XXinphi jwicume,  MAXELER M Az gMiCTON  C Microsemi MYRICOM A\ Nallatech ﬁ%k
I I/O / Storage / Acceleration PYIC] Oon§|c JIP  Sawisk  empian shymx sogfloe g XILINX.
I Boards / Systems cdesﬁca_% /&mﬂm Inventec msi @l?: TVANG wistron
I Chip / SOC N OIpt @1 ) POWERCORE @suicon
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POWER?9 Processor

Built for the Cognitive Era ) OpenPOWER"

Enhanced Core and Chip Architecture for Emerging Workloads
* New Core Optimized for Emerging Algorithms to Interpret and Reason
» Bandwidth, Scale, and Capacity, to Ingest and Analyze

Processor Family with Scale-Out and Scale-Up Optimized Silicon
+ Enabling a Range of Platform Optimizations — from HSDC Clusters to Enterprise Class Systems
« Extreme Virtualization Capabilities for the Cloud

Premier Acceleration Platform

» Heterogeneous Compute Options to Enable New Application Paradigms
+ State of the Art I/O

* Engineered to be Open

17
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MANIFESTO

The waitless world
demands open innovation
to put data to work.

3 /Jean-Luc Bonhommet New Technology Introduction
~ Jeanluc_bonhommet@fr.ibm.com POWER Systems & IBM i
IBM Client Center Montpellier
France
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